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o. ReadMe 

I don't know about you, but whenever I try to read a scientific book for more 
than a few minutes, I fall asleep. Scientific writing is dull. Indeed, scientists 
have a well-deserved reputation for being dull people who write dull books 
for other dull scientists. 

I hate this. 
So in writing and editing this book, I've tried something different. I've tried, 

not only to teach you the science of ultrashort-laser-pulse measurement, but 
also to convey to you the excitement and fun I've experienced in learning 
and discovering these ideas. For example, when I heard about the idea of 
phase retrieval, I dropped everything I'd been doing and spent an entire week 
in the library reading everything I could find on this amazing topic. So I've 
tried to convey that enthusiasm to you whenever possible. I've also tried to 
use some writing techniques that make reading a novel fun. For example, you 
may notice some recurring themes and direct addresses. (Lucky for you I don't 
know anything about symbolism.) And I've just written whatever I've felt like 
writing in places and not bothered to edit it out. Fortunately, the wonderful 
folks at Kluwer Academic Publishers have encouraged this. I've had a lot of 
fun writing my share of this book, and I hope this means that you'll have some 
fun reading it. 

But that's not all that makes this book different from the other scientific 
books on your shelf. I've included a CD that's full of cool full-color stuff for 
you to play with and lecture from. 

The CD contains the FROG software (for the PC and Mac) that retrieves 
pulses from traces. This software is fun to play with even if you haven't set 
up a FROG; you can have it try theoretical (or experimental) traces and watch 
it work. Ken DeLong and Marco Krumbuegel (the authors of this software 
and both former post-docs in my group) sell this software for a few hundred 
dollars, so they've disabled the 'save' functions on these free versions. Please 
buy a copy from their companies (Femtosoft or MakTech) if you plan to do 
anything serious with it. They're nice guys who aren't making much money 
from this endeavor; they're mostly doing it for the benefit of humankind. 

The CD also contains five hours of full-color PowerPoint lectures (for the 
PC and Mac in English and in French) that I give to my Ultrafast Optics 
class on ultrashort pulses and their measurement. So if you're teaching such a 
class, you just saved 200 hours of lecture preparation time when you bought 
this book! Indeed, I'm hoping that my supplying these polished files might 
persuade you to make the transition to high-tech teaching. Gone are the days 
when the most important attribute of a professor was his penmanship on the 
blackboard. Why don't all textbooks do this? I don't know. Okay, it might have 
something to do with those 200 hours it took to create them. Nevertheless, I 
think they should. Supplying prepared lectures along with a textbook could 
free up some time for teachers to actually improve the lectures, help students, 
do research, or maybe just relax. 
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And there's yet a third innovation in this book. I've written a couple of 
hundred pages, but the life of a professor is in busy one, and I don't have time 
to write about everything I'd like included in this book. So I've asked several 
other scientists to supply chapters on important relevant subjects on which 
they're the world's leading experts. In this way, we can cover everything, but 
still get this book to you in a reasonable amount of time. The result is that this 
is not a single-author book, but it's also not an edited book of independent 
chapters; it's a hybrid. Whatever works. I've tried to edit the style of these 
additional chapters to better match mine, but my style is sufficiently weird 
that I exhibited some restraint here to avoid irritating these wonderful folks 
who were kind enough to provide chapters. 

The result is that roughly the first half of the book-which I mainly wrote­
is more general, simpler, more informal, and about right for an advanced 
undergrad or a first- or second-year grad student, who's just learning about 
the fascinating world of ultrafast optics and who'd like to know the basic 
concepts of ultrashort pulses and their measurement. The second half-by 
the additional authors-is more specialized, more advanced, more formal, 
and about right for an older grad student or researcher who has to worry about 
the details of a specific pulse-measurement project. The book is so long that, 
if you start it your first year in grad school, you'll probably not get through it 
until a few years later when you're about to graduate, so things may work out 
just right. 

Coincidentally, that's about the same time scale over which the research 
described in this book occurred. Only a decade ago, it wasn't possible to 
measure an ultrashort pulse. Autocorrelators provided a rough measure, but 
that was about it. FROG emerged in 1991, and it's changed the way ultrafast 
scientists think about their lasers and helped to provide an understanding of 
these lasers that has led to ever-shorter pulses. 

This book is mainly about FROG, which has allowed us to measure an 
ultrashort laser pulse's complete intensity and phase vs. time and to do it very 
well and in a very general way. But it also discusses in some detail autocor­
relators, partly for historical reasons, but also because an autocorrelator is a 
key component of a FROG. There's also some discussion of spectrometers 
for the same reasons. We also cover spectral interferometry (SI) because it 
nicely complements FROG: it's extremely sensitive (FROG isn't); it's linear 
(FROG is nonlinear); it requires a well-characterized reference pulse, and 
FROG, which doesn't, is the best way to obtain one. 

Some people have asked me about including other methods, which (in my 
completely unbiased opinion ... ) are less well known, less general, less accu­
rate, and more complex. Actually, that was my original plan, but I realized 
that all such methods are used by at most a few groups (usually just the group 
that invented it) for highly specialized purposes, and they already know about 
them. Typically, these methods are prohibitively complex: they often begin 
with a FROG, and then add numerous additional components-including 
such complex devices as interferometers and pulse stretchers!-seriously 
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complicating an already nontrivial measurement. One involves an interfer­
ometer within an interferometer! (If you know someone who's using such a 
method, ask him which device he re-aligns when his pulse isn't short enough, 
the laser or the measurement device. I'll bet it's the latter. .. ) Since these 
other methods are not in general use, there are only a few papers on each of 
them, and it's easy to do a quick literature search and read everything there 
is to know about them; a book on them is unnecessary. Many of them don't 
actually work or only work on a limited class of pulses-a fact that might not 
be evident from the papers-so consider yourself warned! 

Also, FROG isn't just one technique; it's a class of powerful techniques, 
each with many variations. In addition, there are many clever things you can 
do with FROG that you can't do with other methods. For example, FROG 
has reliable independent checks on the measurement, something not present 
in any other method. These independent checks are very important because 
the corollary to Wayne's quotation on the first page of this book is that "If 
you measured it badly, you probably made it badly, too." Which suggests the 
following joke: 

Question: What's a poorly measured 5-femtosecond pulse? 
Answer: A lO-femtosecond pulse. 

FROG can even measure the most complex ultrashort pulses ever generated 
(with a time-bandwidth product in excess of 1000); this is about three orders 
of magnitude more complex than the most complex pulse ever measured with 
any other method. Even its alleged weaknesses are in fact advantages: FROG's 
relatively slow (few-second) iterative algorithm makes it much more versatile 
than any other method. And its over-determination of the pulse allows such 
niceties as automatically calculated error bars and the correction for system­
atic error. More than 300 scientific papers describe FROG and its variations, 
features, and applications. And, as you can see, just covering FROG has 
required more than 400 pages-and we had to leave lots of stuff out! In the 
final analysis, I'd rather do one or two things well than a bunch badly. 

In fact, if you feel that I've omitted something-like a reference to a paper­
let me know, and I'll include it in the next edition. Keeping up with the 
literature---even just the FROG literature!-is becoming harder and harder 
everyday, so I'd appreciate the help. 

Finally, when a professor writes a book, the folks who really pay the price 
are his grad students, who, as a result, are neglected so badly that their gradu­
ations can be delayed by as much as a year or more. I'm sensitive to this issue, 
so I've carefully avoided doing that. In view of the fact that scientists are even 
duller public speakers than they are writers, I took a different approach, and 
here's the resulting disclaimer: 

No graduate-student careers were harmed in the writing of this 
book. I wrote my share while pretending to take notes during dull 
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conference talks when the rest of the audience-and in some cases 
the speaker-were asleep. 

Rick Trebino 
Georgia Research Alliance-Eminent Scholar 
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1. The Dilemma 

Rick Trebino 

In order to measure an event in time, you must use a shorter one. 
But then, to measure the shorter event, you must use an even shorter 
one. And so on. So, now, how do you measure the shortest event 
ever created? 

No, this isn't one of those age-old unresolvable dilemmas, the kind that frus­
trated ancient Greek philosophers. True, it's reminiscent of Zeno's paradox, 
which considered how finely one may divide distances, rather than durations 
of time. And it's equally confounding. But, in fact, the above dilemma is 
a recently solved optical measurement problem, which, until a few years ago, 
badly frustrated modem laser scientists. 

And, unlike the conundra pondered by the ancient Greeks, which were 
of little practical value, the above dilemma has proven eminently practical. 
Indeed, to see the action in any fast event, whether it's a computer chip switch­
ing states, dynamite exploding, or a simple soap bubble popping, requires 
a strobe light with a shorter duration in order to freeze the action. But then to 
measure the strobe-light pulse requires a light sensor whose response time is 
even faster. And then to measure the light -sensor response time requires an 
even shorter pulse of light. Clearly, this process continues until we arrive at 
the shortest event ever created. 

Fig. 1.1: A very short event. Measuring it requires an even shorter event: a strobe light only 
a few microseconds long. So then, how do you measure the strobe light? (Figure reprinted 
courtesy of Harold Edgerton collection). 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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And this event is the ultrashort light pulse. 
Ultrashort light pulses as short as a few femtoseconds (1 femtosecond = 

1 fs = 1 X 10-15 sec) have been generated with lasers, and it is now routine to 
generate pulses less than 100 fs long. Here's some perspective on the mind­
boggling brevity of these durations: 30 fs is to 1 second as 1 second is to 
a million years. Or, recalling the well-known fact that time is money, if one 
second corresponds to the current U.S. national debt ($5 trillion), then lOfs 
corresponds to a mere nickel! 

Now you might think that events this short would have little use; what 
happens on such short time scales that needs to be measured? The answer is: 
A lot! Key processes in biology-photosynthesis, vision, protein-folding, to 
name a few-all contain events that occur on fs time scales. Key processes 
in chemistry-molecular vibrations, re-orientations, and liquid-phase colli­
sions, to name a few-also occur on this time scale. And key events in physics 
and engineering-high-Iying excited-state lifetimes, photo-ionization, and 
electron-hole relaxation times that determine the response times oflight detec­
tors and electronics-are also ultrafast. The scientific literature of all of these 
fields contains many more. 

Okay, so there's much to measure with these pulses. But why worry about 
the pulses themselves? Isn't that a problem of interest only to philosophers? 
The answer is: No! To begin with, we always need to check that a light 
pulse is in fact shorter than the event we're measuring with it. And if we 
actually know the precise pulse shape, we can use a pulse only slightly 
shorter than the event we're measuring with it, rather than one significantly 
shorter. Second, in many experiments-studies of molecular vibrations, for 
example-additional details of the pulse's structure play an important role in 
determining the outcome of the experiment. Of particular importance is the 
variation of color, or frequency, during the pulse, known as chirp. For exam­
ple, chirped pulses can cause much greater molecular photo-dissociation than 
unchirped pulses [1]. Also, when a batch of molecules are excited, they make 
transitions to an excited state and then emit light whose color depends on the 
separation in energy between the excited state and ground state. Molecules 
are best described by potential surfaces, which are functions of the separation 
between nuclei in the molecule. As shown in Fig. 1.2, the color of the emitted 
light will change with time as the molecule vibrates or dissociates. Measuring 
such light tells us a great deal about the molecule. Third, we'd like to under­
stand the physics of the lasers that emit these pulses, and, to verify theoretical 
models, we require precise knowledge of the pulse's properties [2-5]. And, 
in particular, to make even shorter pulses, we must understand the distor­
tions that limit the length of currently available pulses [4,5]. Fourth, many 
new material-characterization techniques depend heavily on the ability to pre­
cisely characterize an ultrashort pulse experimentally. More detailed material 
information can be discerned by fully characterizing the input and output 
pulses in such methods [6,7]. Fifth, numerous applications have emerged for 
shaped ultrashort pulses [8,9]. A particularly interesting example of such an 
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Excitation to excited state 

Internuclear separation 

Fig. 1.2: Potential surface diagram for a generic molecule, showing that the emission color 
(here various shades of gray) changes with time after excitation (the upward-pointing arrow) 
from the ground to an excited-state surface. Knowledge of the time-resolved luminescence 
frequency yields important information about the potential surfaces, not available from a mere 
spectrum or intensity vs. time. This is especially the case for complex molecules-with more 
complex surfaces than those shown here. 

application is the use of chirped pulses to generate novel states of matter 
unique to the quantum world and having no classical analog. Of course, in 
all such applications, one must verify that the correct pulse has been used. 
In general, any optical measurement of a medium is ultimately limited by the 
ability to measure the light into and the light out of the medium, so better light 
measurement techniques are a generally good idea. 

So being able to measure ultrashort light pulses is of great practical value. 
But philosophical interest is nothing to be ashamed of. And we're not short 
of that here. Indeed, the measurement of fast events has fascinated humans 
since the dawn oftime [10]. The ancients measured time intervals in days and 
developed devices such as sundials to measure shorter intervals. The hour­
glass and dripping-water methods eventually improved temporal resolution 
to better than 100 seconds. In the seventeenth century, Galileo Galilei used 
his heartbeat as a clock in his classic pendulum experiments, achieving an 
accuracy of close to 0.1 seconds. In 1819, de la Tour devised a standard of 
time based on sound. He noted that, because the human ear can hear sonic 
frequencies of greater than 104 Hz, periodic intervals transformed into sound 
waves by some means could be detected by ear to achieve a resolution of 
0.0001 seconds. This method transformed the problem of time-measurement 
into the frequency domain. Many subsequently developed methods also made 
use of the frequency domain, reducing the problem of time-interval measure­
ment to the often easier measurement of differences in frequency. Charles 
Wheatstone used electric discharges to ionize air and produced a momentary 
spark that could "freeze" motion. Henry Fox Talbot invented "instantaneous" 
photography in 1851, when he made an image of a newspaper on a spinning 
disk using a spark-discharge flash. Mid-nineteenth-century rotating-mirror 
streak techniques and excite-probe spark photography achieved microsecond 
resolution, largely due to the work of Ernst Mach (of Mach-number fame). By 
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the tum of the century, Abraham and Lemoine had demonstrated nanosecond 
resolution with a electrical-gate technique employing the dc Kerr effect. And 
in the middle years of the 20th century Harold Edgerton at MIT developed this 
work to a fine art (literally) with the development of high-speed strobe lights. 

Modem electronic light detectors have pushed the limit of experimental 
temporal accuracy to picoseconds (1 picosecond = 1 ps = 1 X 10-12 sec). 
And finally, ultrashort-laser-pulse techniques, first developed in the 1970's, 
are rapidly approaching single-fs resolution. A good fraction of these methods 
were developed simply because "they were there." Indeed, nineteenth-century 
photographer, Muybridge, developed the first high-speed movie technology 
simply to settle a bet as to whether a galloping horse's feet all left the ground 
at once. Many ultrafast scientists, myself included, proudly trace the history 
of their field back to this event. 

So how do we measure ultrashort laser pulses? Obviously, we don't have 
the required shorter event-a shorter pulse. And even if we did, we'd have the 
even harder problem of measuring this even shorter pulse. So it wouldn't reall y 
help. Clearly, the shortest event available for measuring the pulse is the pulse 
itself Indeed, early on, it was realized that we must use the pulse to measure 
itself. But, of course, that's not good enough. As you might expect, techniques 
that have used the pulse to measure itself have yielded blurry pictures of the 
pulse: smeared out quantities that mask dips and bumps in the temporal shape 
of the pulse, just as the use of too slow a camera shutter speed yields a blurry 
picture of a moving object. 

As a result, the development of a technique simply to measure the pulse 
intensity vs. time remained an unsolved problem for many years, lagging badly 
behind humankind's ability to create such pulses. The problem of measuring 
the pulse phase (or, equivalently, its frequency or color) vs. time seemed 
beyond reach. As late as 1990, these two problems, which together comprise 
the task at hand, remained unsolved, despite the publication of hundreds of 
scientific papers on this topic by then. 

Interestingly, these problems have recently been solved. The Frequency­
Resolved Optical Gating (FROG) class of techniques, introduced in 1991 by 
Daniel J. Kane and Rick Trebino, can measure the full time-dependent inten­
sity and phase of ultrashort light pulses in a wide variety of circumstances. 
FROG is rigorous, robust, and general; it works over a wide range of wave­
lengths, pulse energies, and pulse lengths. Using FROG, it's now possible to 
measure even the shortest pulse. It's possible to measure extremely compli­
cated pulses. It's possible to measure a single pulse. It's even fairly easy, and it 
just recently became even easier. To give an idea of the current level of sophisti­
cation, FROG in conjunction with another technique, spectral interferometry, 
has measured a train of pulses with considerably less than a photon each. 
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And all without a shorter event.* It's an interesting story. It's a story with 
twists and turns, of seemingly unrelated ideas in fields ranging from acoustics 
to astronomy to number theory, working together to yield an elegant and 
robust solution. A key role will be played by the musical score, or rather, its 
mathematically rigorous cousin, the spectrogram. And an unlikely hero will 
emerge: a theorem that fails in higher dimensions. In fact, it's this failure that 
saves the day. It's almost an adventure story. 

It's a story that involves FROGs, TADPOLEs, and POLLIWOGs. No 
it's not a nature story; these are actually the rather frivolous acronyms for 
some of the more successful techniques. Despite their silly names, however, 
these techniques offer great measurement potential and capability unavailable 
previously. And they're finding applications in many labs around the world. 

In order to tell this story, we'll first describe ultrashort laser pulses and 
define just what it is that we need to measure. This comprises the intensity and 
phase of a pulse vs. time or frequency. We'll also mention some assumptions 
that are implicit in pulse-measurement techniques and some properties of the 
temporal and spectral phase. That'll be Chapter 2. 

In Chapter 3, we'll introduce the basic concepts of nonlinear optics in case 
you haven't seen these ideas before; this is essential because all ultrashort­
light-pulse measurements require the use of nonlinear optics. 

In Chapter 4, we'll describe the autocorrelation and spectrum, the old stan­
dards of short-pulse measurement, and the limited information available from 
them. These techniques are important because they're the building blocks 
for FROG, which is simply the spectrum of the autocorrelation (no, I don't 
know why no one thought of it before, eithert ). It turns out that the retrieval 
of the pulse intensity and phase from the spectrum is an example of the one­
dimensional phase-retrieval problem. It's the attempt to reconstruct a function 
of one variable from the magnitude of its Fourier transform (without know­
ing the phase). This isn't possible unless additional information is available. 
Typically, we might also know that the function is of finite duration. Unfor­
tunately, even with this additional information, it's generally not possible to 
reconstruct the function. Indeed, the one-dimensional phase-retrieval problem 
is a notorious problem, well known to be unsolvable in almost all cases. Its 
unsolvability is very fundamental: it follows from the Fundamental Theorem 
of Algebra, which guarantees that we can factor polynomials of one variable. 
Coincidentally, the retrieval of the pulse intensity from the autocorrelation is 
also an example of the one-dimensional phase-retrieval problem . 

• Actually, a medium with a more rapidly responding event (usually, a non-resonant electronic 
response) is, in fact, required. But this event is not harnessed in the same sense as a strobe 
light. The strobe in these techniques is, in fact, the convolution of the electronic response and 
the light pulse, that is, an event on the order of the pulse itself. 

t Actually, Ishida and coworkers [13,14] made spectrally resolved autocorrelations (i.e., FROG 
measurements) in the 1980's but did not attempt to extract the pulse intensity and phase from 
them. 
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In Chapter 5, we'll introduce the important notion of the timelrequency 
domain [11], the domain in which the most successful new techniques oper­
ate. Unlike the autocorrelation and the spectrum, which are pure time- or 
frequency-domain quantities, the time-frequency domain involves making 
measurements with both time- and frequency-resolution, simultaneously. 
We'll do some serious pulse measurement in Chapter 5, when we discuss 
the specifics of the FROG technique. We'll also discuss the two-dimensional 
phase-retrieval problem. This problem commonly occurs in astronomy and 
x-ray diffraction. Quite counter-intuitively, two-dimensional phase retrieval, 
unlike its one-dimensional cousin, is a solvable problem when some addi­
tional information is available. Two-dimensional phase retrieval turns out to 
be possible because the Fundamental Theorem of Algebra fails for polyno­
mials of two variables. This fascinating and highly unintuitive fact was only 
discovered in the late 1970's [12]. And it'll tum out that FROG succeeds 
because the retrieval of the pulse intensity and phase from the FROG trace is 
equivalent to the two-dimensional phase-retrieval problem. We'll show how 
to make a FROG trace of a pulse and how to interpret it. And we'll discuss 
how FROG avoids the dilemma at the beginning of this chapter. 

In Chapter 6, we'll discuss various beam geometries for FROG, which 
make it the versatile technique that it is. We'll also give the details you need 
to decide which geometry is right for you and how to set it up. 

It's also possible to measure the intensity and phase of a single ultrashort 
laser pulse. This is accomplished simply by crossing beams at a large angle. 
The entire trace can then be obtained on a single camera image (Chapter 7). 
Such geometrical effects are not always desirable, however, and Chapter 7 also 
includes a discussion of these effects, which can almost always be avoided 
but should nevertheless be understood. 

FROG traces can often be interpreted by simple visual inspection. Never­
theless, it's important to be able to retrieve the mathematical form of the 
pulse intensity and phase from them. Doing so requires an iterative algorithm. 
Fortunately, there are several, most derived from phase-retrieval algorithms. 
These algorithms are the subject of Chapter 8. 

FROG is extremely insensitive to noise. This results from the great 
over-determination of the pulse. The FROG trace is an N x N array, used 
to determine only N intensity and N phase points, or 2N points. This over­
determination has many advantages, one of which is noise reduction. Even 
better, it allows simple filtering techniques, which can improve the signal­
to-noise ratio of retrieved pulses tremendously. This work is the subject of 
Chapter 9, and you shouldn't do FROG measurements without first having 
read this chapter! 

Measurements of ultrashort laser pulses are prone to many types of errors. 
As a result, John Dudley likes to say that there are two kinds of ultrashort­
laser pulse measurements: those with independent checks and those that are 
wrong. In Chapter 10, we'll discuss some practical issues in making FROG 
measurements, such as independent checks. We'll show how to verify that 
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measured traces are consistent with other data, such as the spectrum and 
autocorrelation. An important aspect of FROG is that such checks are avail­
able; they're not in autocorrelation and spectral measurements or in other 
intensity-and-phase measurement techniques, where it isn't possible to know 
whether the measurement you just made is correct and free of systematic 
error. 

A number of additional simple tricks exist that make building and using 
a FROG not only easy, but also more accurate, and they're the subject of 
Chapter 11. One such trick allows us to automatically calibrate a FROG. It 
also removes the ambiguity in the direction of time that occurs in one of the 
FROG beam geometries. 

FROG is a relatively simple measurement technique experimentally, only 
slightly more complex than an autocorrelator. But that doesn't mean that 
FROG can't be simplified further. Quite surprisingly, a FROG trace of a 
pulse can be produced by an almost trivial device composed of as few 
as five simple optical elements. This extremely simple device is called 
GRating-Eliminated No-nonsense Observation of Ultrafast Incident Laser 
Light E-fields (GRENOUILLE). Whereas an autocorrelator has four sensitive 
alignment parameters, GRENOUILLE has no sensitive alignment parameters 
at all! It can be set up in minutes, making it the simplest ultrashort-pulse­
measurement device in history. It almost fits in your pocket. And it works. 
Furthermore, it has much better sensitivity than any other technique, includ­
ing FROG. Oh, by the way, if you don't speak French, "grenouille" is French 
for "frog," but you probably could've guessed that. Chapter 12 will discuss 
this recent development. 

Okay, so we've told you everything you can possibly need to know about the 
FROG technique, in general. What about its use in practical-and difficult­
situations, such as measuring UV and high-power pulses? The numerous 
beam geometries available for FROG measurements become important in 
these regimes, and Chapter 13 summarizes this issue. 

FROG is also ideal for measuring extremely, incredibly, unbelievably short 
pulses (that is, shorter than merely ultrashort; clearly, we're running out of 
superlatives), only a few fs long. Indeed, at the time of this writing, the shortest 
event ever created is an ultrashort laser pulse only 4.5 fs long, and it was 
measured using FROG. Chapter 14 discusses in detail the issues associated 
with measuring such extremely short pulses. 

Most researchers assume that their pulses are smooth and single-peaked. 
This is usually not true, however, and it was not until the development of 
FROG that this has become apparent because autocorrelation tends to mask 
and smooth out pulse structure. FROG is the only method that is capable of 
measuring complex pulses. This is because a FROG trace's large number 
of points (--·"10,000 in a 100 x 100 trace) give it the information capac­
ity to measure a pulse with a large amount of structure. Indeed, no other 
technique has ever measured the intensity and phase of a pulse with a time­
bandwidth product greater than about 3. And FROG has measured pulses with 
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time-bandwidth products approaching 100. Chapter 15 will discuss the issues 
involved in such measurements. 

The big advantage of FROG is that it requires no reference pulse-the pulse 
can measure itself. This is great because there usually aren't any reference 
pulses lying around. But occasionally there are. Occasionally, a laser emits 
a fairly smooth pulse, which can be measured using FROG, and which then 
undergoes some sort of optical torture, becoming a ragged and disheveled mess 
as a result. As we mentioned above, such a pulse can often be measured using 
FROG, but why bother? A much more intuitive trace results when measuring 
the ragged pulse with the smooth, known reference pulse. This variation 
on FROG, which yields a traditional spectrogram, is usually referred to as 
Cross-FROG (XFROG), and it's the subject of Chapter 16. 

When you need to measure really complex pulses, it's better to use XFROG. 
Interestingly, it's only recently become possible to generate extremely com­
plex ultrashort pulses-with time-bandwidth products in excess of 1000. 
While the measurement of such pulses may seem impossible, in fact, XFROG 
has been used to measure such pulses; this is the subject of Chapter 17. 

Amazingly, it's even possible to measure pulses using a medium with an 
arbitrary response. Because FROG uses a very versatile iterative algorithm, 
it can easily be modified to deal with almost any situation, including one in 
which the nonlinear-optical medium is slow. Chapter 18 will show how to 
do this. 

An example of such a situation is Fiber-FROG, which makes FROG mea­
surements inside an optical fiber. Chapter 19 will show how. Fiber-FROG is 
most useful for measuring pulses of 1.5 !-Lm in wavelength. 

Okay, so measuring an ultrashort pulse is becoming almost routine. So 
how about a much harder problem. How about measuring two pulses? At the 
same time? And how about doing so using not much more than the apparatus 
already sitting on the table? And just to really complicate the problem, let's 
do so at the sample medium in an ultrafast spectroscopy apparatus. In this 
case, we can actually measure both pulses in a manner that actually takes 
advantage of the apparatus that's being used to do an ultrafast spectroscopy 
experiment. This method is often called Blind FROG, because it's equivalent 
to the mathematical problem called Blind De-convolution. It's the subject of 
Chapter 20. 

The algorithm for Blind FROG is similar to the standard FROG algorithm, 
but Dan Kane has developed a technique called principal components general­
ized projections, which can, not only retrieve pulses from Blind FROG traces, 
but also retrieve them from standard FROG traces and do so very rapidly. In 
fact, his new algorithm (Chapter 21) is so fast that it can retrieve pulses in 
real time. 

What about the measurement of very weak ultrashort pulses? Making 
a FROG trace of a train of ultrashort laser pulses with less than about a 
picojoule of energy each is difficult because FROG (and any other such tech­
nique) requires the use of a nonlinear-optical process. And nonlinear-optical 
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processes require fairly intense pulses and hence cannot work for such weak 
pulses. A linear-optical method is thus required. But it can be shown that 
linear-optical methods cannot completely measure ultrashort pulses. So in 
Chapter 22 we discuss the problem of measuring weak pulses. The solution 
in most cases is to realize that weak pulses are not created "in a vacuum;" they 
are almost always created from stronger pulses. Indeed, in order to create an 
ultrashort laser pulse in the first place, the laser must use nonlinear-optical 
processes. As a result, the pulse directly from the laser is almost always 
intense enough to be measured using FROG, and then it can act as a reference 
pulse for measuring the weak pulse. One option is XFROG. But when such 
a well-characterized reference pulse is available, linear-optical methods also 
suffice. A particularly simple and useful method, spectral interferometry, is 
available. Use of spectral interferometry in this manner, in conjunction with 
FROG to measure the reference pulse-a technique called Temporal Analy­
sis by Dispersing a Pair Of Light E-fields, or TADPOLE-has succeeded in 
measuring a train of pulses with less than a photon per pulse! 

Chapter 23 discusses an even more difficult-sounding problem: the mea­
surement of the ultrafast variation of a pulse's polarization state. Indeed, this 
problem sounds impossible-isn't this what is meant by "unpolarized light," 
that is, light whose polarization state varies too quickly to be resolved? If 
we throw in the additional difficulty that the light happens to be very weak, 
as well, the problem becomes quite a challenge. But a very simple approach, 
involving simultaneous TADPOLE measurements of both polarizations of the 
light, yields the solution. This relative of TADPOLE is appropriately referred 
to as POLarization-Labeled Interference vs. Wavelength for Only a Glint 
(POLLIWOG). Okay, I admit it; I stayed up really late one night coming up 
with that name. 

In addition, it's occasionally important to combine the advantages of both 
FROG and spectral interferometry. FROG has the advantage of incorporating 
an ultrafast gate, which eliminates any continuous background light that may 
be present. But because FROG involves the pulse gating itself, it doesn't 
measure the arrival time of a pulse. Usually, this information is undesirable; 
who cares how far it is from the laser to the FROG? And who would like to 
take the massive effort to accurately stabilize this distance? But occasionally, 
for example, in spectroscopic measurements in plasmas, these quantities are 
crucial. Spectral interferometry, can yield the arrival time easily, but it does 
not involve any gating, and so spectral interferometry measurements can be 
badly contaminated by continuous background. A combination technique, 
called Multipulse-Interferometric FROG (MIFROG), offers the best of both 
worlds and is the subject of Chapter 24. 

Finally, in Chapter 25, we conclude by mentioning a few issues to be 
considered in the future: future applications for FROG, variations that would 
be welcome, and unsolved pulse-measurement problems. 

Many interesting applications have been found for FROG, but it is important 
to limit the length of this book, and so we've chosen to limit our discussion 
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to the technique, its implementation, and its variations, and leave it to you to 
find additional clever applications for it. 

References 

1. B. Kohler, V. V. Yakovlev, 1. Che, 1. L. Krause, M. Messina, K. R. Wilson, N. Schwentner, 
R. M. Whitnell, and Y. Yan, "Quantum Control of Wave Packet Evolution with Tailored Femtosecond 
Pulses," Phys. Rev. Lett., vol. 74, pp. 3360-63, 1995. 

2. 1. C. M. Diels, J. 1. Fontaine, I. C. McMichael, and F. Simoni, "Control and Measurement of Ultrashort 
Pulse Shapes (in Amplitude and Phase) with Femtosecond Accuracy," Appl. Opt., vol. 24, pp. 1270--82, 
1985. 

3. M. Beck and I. A. Walmsley, "The Role of Amplitude and Phase Shaping in the Dispersive-Pulse 
Regime of a Passively Mode-Locked Dye Laser," 1. Quant. Electron., vol. 28, pp. 2274-84, 1992. 

4. I. P. Christov, M. M. Murnane, H. C. Kapteyn, 1. P. Zhou, and C. P. Huang, "Fourth-Order Dispersion 
Limited Solitary Pulses," Opt. Lett., vol. 19, pp. 1465-67, 1994. 

5. J. D. Harvey, J. M. Dudley, P. F. Curley, C. Spielmann, and F. Krausz, "Coherent Effects in a Self­
Modelocked Ti:sapphire Laser," Opt. Lett., vol. 19, pp. 972, 1994. 

6. P. Zhou, H. Schulz, and P. Kohns, "Atomic spectroscopy with ultrashort laser pulses using frequency­
resolved optical gating," Opt. Comm., vol. 123, pp. 501-4, 1996. 

7. T. S. Clement, G. Rodriguez, W. M. Wood, and A. 1. Taylor, "Characterization of ultrafast interactions 
with materials through direct measurement of the optical phase," in Generation, Amplification, and 
Measurement of Ultrashort Laser Pulses III, vol. 2701: SPIE, 1996, pp. 229-34. 

8. M. Dugan, 1. X. Tull, J.-K. Rhee, and W. S. Warren, "High-Resolution Ultrafast Laser Pulse Shaping 
for Quantum Control and Terabit per Second Communications," in Ultrafast Phenomena X, vol. 62, 
P. F. Barbara, J. G. Fujimoto, W. H. Knox, and W. Zinth, Eds. Berlin: Springer-Verlag, 1996, pp. 26-27. 

9. A. M. Weiner, "Femtosecond Optical Pulse Shaping and Processing," Progress in Quantum 
Electronics, 1995. 

10. E. P. Ippen and C. V. Shank, Ultrashort Light Pulses-Picosecond Techniques and Applications. 
Berlin: Springer-Verlag, 1977. 

11. L. Cohen, "Time-Frequency Distributions-A Review," Proc.IEEE, vol. 77, pp. 941-81,1989. 
12. Y. M. Bruck and L. G. Sodin, "On the Ambiguity of the Image Reconstruction Problem," Opt. 

Commun., vol. 30, pp. 304-8,1979. 
13. A. Watanabe, S. Tanaka, H. Kobayashi, Y. Ishida, and T. Yajima, "Microcomputer-Based Spectrum­

Resolved Second Harmonic Generation Correlator for Fast Measurement of Ultrashort Pulses," Rev. 
Sci. Instrum., vol. 56, pp. 2259-62, 1985. 

14. A. Watanabe, H. Saito, Y. Ishida, and T. Yajima, "Computer-Assisted Spectrum-Resolved SHG Auto­
correlator for Monitoring Phase Characteristics of Femtosecond Pulses," Opt. Commun., vol. 63, 
pp. 320-4, 1987. 



2. Ultrashort Laser Pulses 

Rick Trebino and Erik Zeek 

The Basics 

What exactly is an ultrashort laser pulse anyway? Quite simply, it's a very 
very short burst of electro-magnetic energy. 

The pulse, like any light wave, is defined by its electric field as a function 
of space and time, 8(x, y, z, t). You may be more familiar with a continuous 
beam, whose electric field is sinusoidal in time. The difference is that an ultra­
short pulse comprises only a few cycles of a sine wave (more precisely, less 
than about a million for visible light). Indeed, our expression for an ultrashort 
pulse will be the product of a sine wave and a pulse-envelope function. So 
ultrashort laser pulses are not really much different from other types of laser 
light, just shorter. A lot shorter. 

New issues do arise, however, in dealing with ultrashort pulses, and, in 
particular, in measuring them. For example, the shorter the pulse, the broader 
its spectrum, that is, the greater the range of colors (the bandwidth) present. 
And, despite the incredibly short duration of these pulses, the color can change 
rapidly during one. Indeed, the pulse can begin as one color and end as quite 
another. Simply passing through a material-even air-can modify the color 
variation of a pulse in time. We'll need to be able to measure this variation­
which is contained in the pulse phase-as well as variations in the pulse 
intensity. 

We won't concern ourselves with how such pulses are created, a subject 
that could fill another entire book (and has! [1-4]). Their measurement will 
prove adequate subject matter for us. 

The Intensity and Phase vs. Time 

For the sake of simplicity, we'll treat the electric field as linearly polarized, 
so we need consider only one component of it. This is called the scalar 
approximation, in which we ignore the pulse electric field's vector character. 
The electric field of the pulse can potentially be a complicated function of 
space and time, but, as we're mainly interested in the temporal features of 
the pulse, we'll ignore the spatial portion of the field and write the temporal 
dependence of the pulse electric field as: 

8(t) = ~ /i(i) exp{i [wt - <P(t)]} + C.c. (2.1) 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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where t is time in the reference frame of the pulse, Wo is a carrier angular 
frequency on the order of 1015 sec-I, and I (t) and c!>(t) are the time-dependent 
intensity and phase of the pulse. 

Notice that we've removed the rapidly varying carrier wave exp(iwot) from 
the intensity and phase. This saves us the trouble of plotting all the oscillations 
of the pulse field. 

Sometimes, we refer to I (t) and c!>(t) as the temporal intensity and phase of 
the pulse to distinguish them for their spectral counterparts that we'll define 
next. We assume that, despite their ultrafast nature, I (t) and c!>(t) vary slowly 
compared to exp(iwot)-a good assumption for all but the shortest pulses. 
As usual, "c.c." means complex conjugate and is required to make the pulse 
field real. But, in this book (as in most other publications), we'll make what's 
called the analytic signal approximation and ignore the complex-conjugate 
term. This yields a complex pulse field, but it simplifies the mathematics 
significantly. 

We refer to the complex amplitude of this wave as: 

E(t) == Jl(t)exp[-ic!>(t)] (2.2) 

E(t) is simply B(t) but without the "Re" and the rapidly varying exp(iwot) 
factor and multiplied by 2. Equation (2.2) is the quantity we'll be measuring 
for the rest of this book. Some people refer to .J I (t) as the "amplitude," with 
the word "real" suppressed (see Fig. 2.1). 

We can solve for the intensity, given the field: 

let) = IE(t)1 2 (2.3) 
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Fig. 2.1: The electric field, intensity, (real) amplitude, and intensity of a Gaussian pulse. The 
intensity of a Gaussian pulse is ../2 shorter than its real amplitude. The phase of this pulse is a 
constant, lP(t) = 0, and is not plotted. 
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where we don't care about the absolute magnitude of the intensity (the irra­
diance); instead we only care about the shape, so, in Eq. (2.3), we've omitted 
constants like the permittivity and the speed of light. 

We can also solve for the phase: 

{ 
Im[E(t) } 

¢(t) = - arctan 
Re[E(t) 

An equivalent formula for the phase is: 

¢(t) = -Im{ln[E(t)]} 

The Intensity and Phase vs. Frequency 

(2.4) 

(2.5) 

The pulse field in the frequency domain is the Fourier transform the time­
domain field, 8(t): 

8(w) = i: 8(t) exp( -iwt) dt (2.6) 

where we'll use the tilde C) over a function to indicate that it's the Fourier 
transform. Also, the inverse Fourier transform is: 

1 foo -8(t) = - 8(w) exp(iwt) dw 
2rr -00 

(2.7) 

Separating 8(w) into its intensity and phase yields: 

IS(W) = jS(;) exp[ -icp(w)] I (2.8) 

where S(w) is the spectrum and cp(w) is the spectral phase. Note that, while 
the temporal phase (¢) and spectral phase (cp) are both called "phi," we've 
actually used different Greek characters to distinguish them. The spectrum 
and spectral phase typically have nonzero regions for both positive and neg­
ative frequencies (see Fig. 2.2). Because 8(t) is real, the two regions contain 
equivalent information, so everyone always ignores the negative-frequency 
reglOn. 

We could've defined the spectrum and spectral phase in terms of the 
Fourier transform ofthe complex pulse amplitude, E(t)' rather than the entire 
field,8(t): 

E(w - wo) = J S(w - wo) exp[ -icp(w - wo)] (2.9) 

where S(w - wo) would've been the spectrum, and cp(w - wo) would've been 
the spectral phase. These are the same functions as above, but the center 
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Fig. 2.2: The spectrum and spectral phase corresponding to the real pulse (gray) and the 
complex amplitude (black). Note that the real pulse spectrum has both positive and negative 
frequency components, centered on +Wo and -Wo, respectively (in this plot, Wo ~ O.38jfs). 
The spectrum and spectral phase corresponding to the pulse complex amplitude have only one 
component, centered on zero frequency. 

frequency of the spectrum and spectral phase would've been shifted to zero. 
Also, the negative-frequency component is explicitly removed in Eq. (2.9) 
because the complex conjugate does not occur in the complex field envelope 
(see Fig. 2.2). This is done occasionally, and a few plots in this book will use 
this definition. 

Most the time, we won't do this simply because ultrafast optics researchers 
generally don't. We're sorry if it may be a bit confusing that the time-domain 
field in general use is the complex field envelope, while the frequency-domain 
field is the Fourier transform, not of the complex field envelope, but of the 
full real electric field (in which the negative frequency component is ignored). 
The reason for this usage is that people like their spectra centered on the actual 
center wavelength-not zero-but they don't like their temporal waveforms 
rapidly oscillating, as would be required to be rigorously consistent. Just 
memorize this, and don't complain; it's a lot easier than remembering all 
those PIN numbers banks keep sending you. 

Notice that the spectrum is given by: 

(2.10) 

The spectral phase is given by expressions analogous to those for the 
temporal phase: 

1 Im[8(w)] l cp(w) = - arctan _ 
Re[8(w)] 

(2.11) 

or, equivalently: 

cp(w) = -Im{ln[8(w)]} (2.12) 
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Finally, the spectrum can also be written in tenns ofthe wavelength. SA()") 
and Sw(w) can be quite different for broadband functions because, for exam­
ple, the frequency range extending from zero to some very low frequency 
extends in wavelength from a finite wavelength out to infinity. So the spec­
trum plotted vs. wavelength must take on considerably lower values for such 
large wavelengths to make sense. 

We must be able to transfonn between frequency and wavelength because 
theoretical work (involving Fourier transfonns) uses the frequency, while 
experiments (involving spectrometers) use the wavelength. The phase vs. 
wavelength is related to the phase vs. frequency: 

(2.13) 

since w = 2nc/).., and where we've added subscripts to indicate the relevant 
domain (frequency or wavelength). This result simply rescales the phase. But 
because the frequency scale and wavelength scale aren't linearly related, the 
phase looks different in the two cases (see Fig. 2.3). 

The spectrum is a little trickier. The easiest way to see how these two 
quantities are related is to note that the spectral energy is equal whether we 
calculate it vs. frequency or wavelength: i: SA ()")d)" = i: Sw(w)dw (2.14) 

Let's now rewrite the left side of this equation by transforming variables, 
w = 2nc/).., and noting that dw = -2nc/)..2d)". We have: 

(2.15) 

(2.16) 

This means that: 

(2.17) 
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Fig. 2.3: Two identical spectra and spectral phases of a few-fs (i.e., broadband) pulse, plotted 
vs. frequency (left) and vs. wavelength (right). Note the different shapes of both curves. due 
to rescaling between frequency and wavelength. 
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The Phase, Instantaneous Frequency, and Group Velocity 

The temporal phase, ¢(t), contains frequency vs. time information, and the 
pulse instantaneous angular frequency, Winst(t), is defined as: 

Winst(t) == Wo - d¢/dt (2.18) 

This is easy to see. At some time, t, consider the total phase of the wave. Call 
this quantity ¢o: 

¢o = wot - ¢(t) (2.19) 

Exactly one period, T, later, the total phase will (by definition) increase to 
¢o + 2n: 

¢o + 2n = wo(t + T) - ¢(t + T) (2.20) 

where ¢(t + T) is the slowly varying phase at the time, t + T. Subtracting 
Eq. (2.19) from Eq. (2.20): 

2n = woT - [¢(t + T) - ¢(t)] (2.21) 

Dividing by T and recognizing that 2n / T is a frequency, call it Winst (t): 

Winst(t) = 2n/T = Wo - [¢(t + T) - ¢(t)]/T (2.22) 

But T is small, so [¢(t + T) - ¢(t)]/T is the derivative, d¢/dt. So we're 
done! 

Usually, however, we'll think in terms of the instantaneous frequency, 
Vinst(t), so we'll need to divide by 2n: 

I Vinst(t) = Vo - [d¢/dt]/2n I (2.23) 

We can write a Taylor series for the ¢(t) about the time t = 0: 

(2.24) 

where only the first few terms are required to describe well-behaved pulses. 
While the temporal phase contains frequency vs. time information, the 

spectral phase contains time vs. frequency information. So we can define the 
group delay vs.frequency, tgroup(w), given by: 

I tgroup(w) = dcp/dw I (2.25) 

A similar derivation to the above one for the instantaneous frequency can show 
that this definition is reasonable. Also, we'll typically use this result, which 
is a real time (the rad's cancel out), and never dcp/dv, which isn't. Lastly, 
always remember that tgroup(w) is not the inverse of Winst(t). 
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It's also common practice to write a Taylor series for <peW): 

I <pew) = <Po + (w - wo) <PI + (w - wo)2 <pd2 + ... I (2.26) 

where, as in the time domain, only the first few terms are typically required to 
describe well-behaved pulses. Of course, we'll want to measure badly behaved 
pulses, which have higher-order terms in </J(t) and <pew). 

Unfortunately, these definitions aren't completely satisfying. In particular, 
they don't always correspond to our intuitive ideas of what the instantaneous 
frequency and group delay should be for light. Consider the simple case of 
light with two frequencies: 

B(t) = exp(iwlt) + exp(iw2t) + C.c. (2.27) 

Recalling that this is a simple case of "beats," the instantaneous frequency 
obtained by the definition given above is: 

(2.28) 

a frequency that never actually occurs in the beam (only WI and W2 do). But, 
for most ultrashort-pulse applications, there's a broad continuous range of 
frequencies, and the above definitions prove reasonable. 

Phase Distortions in Time and Frequency 

Phase Wrapping, Unwrapping, and Blanking 

Before we discuss the various phase distortions that occur in ultrashort 
pulses, we should mention a couple of points that you should always keep in 
mind when you deal with the phase. 

First, because exp[i</J] = exp[i(</J + 2iT)] = exp[i(</J + 4iT)] = ... , the 
phase could be different by any integer times 2iT, and the light pulse will still 
be exactly the same. What this means is that infinitely many different phases 
vs. time (or frequency) correspond to precisely the same pulse. So how do we 
decide which phase to use? 

There are two preferred methods. The first is to simply force the phase to 
always remain between 0 and 2iT (or -iT and +iT). This way, there's only one 
possible phase that yields a given pulse (once the intensity is determined). 
This is the method you'll be implementing if you simply ask your computer 
to compute the phase, given the real and imaginary parts of the pulse using 
Eqs. (2.4), (2.5), (2.11), or (2.12). 

The problem with this approach is that, well, it's ugly. When the phase 
exceeds 2iT, it jumps to zero, and a great big discontinuity opens up in the 
phase. See Fig. 2.4. And this can happen many times over the pulse's life. 
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Fig. 2.4: Left: A pulse whose phase has not been phase-unwrapped. Right: The same pulse 
after phase-unwrapping. Note the different phase scales in each plot. 

The solution to this aesthetics problem is to phase-unwrap. It involves adding 
or subtracting the appropriate number of multiples of 2n to the phase at each 
discontinuity, so that it remains continuous over its entire range. This yields 
much prettier phases, but the price you pay is the need for a phase-unwrapping 
routine, which makes these decisions. Fortunately, phase-unwrapping rou­
tines work well, and this is the preferred approach in ultrafast optics labs 
everywhere (including this book). 

But be careful, as under-sampling a phase that varies a lot will confuse 
any phase-unwrapping routine. At a discontinuity, the routine has to decide 
whether to add 2n to or subtract 2n from the next point. This is easy if the 
previous two points were 6.276 and 6.280, respectively, and the next point is 
0.001: in this case, the routine adds 2n to the 0.001. But if the next point is 
2.9 because you didn't sample the points densely enough, it'll just guess. As 
a result, you could get a really strange-looking phase plot. It'd still be correct, 
but no one would take you seriously. 

Another issue to keep in mind is that, when the intensity goes to zero, the 
phase is completely meaningless. After all, if an arrow has zero length, what 
possible meaning could there be in its direction? None. Unfortunately, com­
puters are still too dumb to just ignore the phase in this case, and they'll 
typically simply spew out a blather of random numbers (or worse, error 
messages) for the phase, even when the intensity is zero. 

When this happens, here's something you should never do. Do not try to fit 
the resulting random numbers to a polynomial and then call me complaining 
that your pulse's phase is so complex that even a SOOth-order polynomial 
didn't quite do it (yes, someone did this). Okay, you can do the polynomial 
fit if you really want to; just don't call me. 

The solution to this problem is to phase-blank. When the intensity is zero 
(or so close to zero that it's in the noise), it's customary to simply not plot 
the phase, instead of plotting random numbers. See Fig. 2.5. The commercial 
FROG code allows you to decide at what intensity the phase becomes mean­
ingless for your data and hence when to phase-blank. But you can always 
simply erase these points from your plot. 

Finally, there are additional subtleties involving the phase of a pulse. It 
turns out that a given pulse doesn't necessarily have a unique representation 



Ultrashort Laser Pulses 19 

1.0-,--------;r---r=====:===:==;r 1.0 1- Intensity 
-; 0.8 1- - Phase 0.5-u 

~ 06 ~ 
~ . 0.0 CD 

~ 0.4 00 
2 45 a E 0.2 

QO ~~ 

0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Frequency (1fls) Frequency (1115) 

Fig. 2.5: Left: A typical pulse (spectrum and spectral phase) that has not been phase-blanked. 
The phase takes on random values where the intensity is near zero because the phase is not 
defined where the intensity is zero. Right: The same pulse after phase-blanking. 

in terms of intensity and phase. In other words, different combinations of 
intensities and phases can yield the same real electric field. Even beyond 
the above ambiguities, the phase can have additional possible values if we 
also allow the intensity to vary to compensate. For example, if we artificially 
modify the intensity slightly by introducing a little bump in it for a very short 
range of times (think less than one period of the light wave), we can simply 
adjust the phase at those times to compensate to yield the same real electric 
field. Don't think too hard about this issue, or you'll have to transfer to a 
mathematics department. 

In fact, to keep us all on the same wavelength, let's all agree to use 
Sew) = 18(w)12 for the spectrum, let) = IE(t)1 2 for the intensity, and the 
corresponding formulas for the phase and spectral phase. 

Zeroth-order Phase: The Absolute Phase 

First, it's important to realize that the zeroth-order phase is the same in 
both domains: </>0 = CPo. This is because the Fourier Transform is linear, and 
a constant times a function Fourier-Transforms to the same constant times 
the Fourier Transform of that function. Thus, the zeroth-order phase term, 
which corresponds to multiplication by a complex constant, is the same in 
both domains: E(t) exp(i</>o) Fourier-Transforms to E(w) exp(i</>o). 

The zeroth-order phase term is often called the absolute phase. It's some­
thing of a misnomer, as it's really a relative phase: the relative phase of the 
carrier wave with respect to the envelope. Simply stated, it's the phase of the 
carrier at the peak of the pulse envelope or some other reference time. 

Having said that we desire to measure all orders of the phase, including 
high ones, we now point out that, in reality, we don't usually care much about 
the lowest-order term. This is because, when the pulse is many carrier-wave 
cycles long, variation in the absolute phase shifts the carrier wave from the 
peak of the envelope to a value only slightly different and hence changes the 
pulse field very little. Figure 2.6 (top) shows the full real field of a 5-cycle 
pulse with both a 0 and rr values of the absolute phase. Note that it is quite 
difficult to distinguish the two pulses. 



Fig. 2.6: Top: the full real electric field of two lO-fs near-IR pulses, one with zero absolute 
phase and the other with Jr absolute phase. Bottom: the full real field of single-cycle near-IR 
pulses with various absolute phases. Note how different single-cycle pulses look when their 
absolute phase shifts. 

When the pulse is only one cycle long, however, the absolute phase matters. 
While this effect could be important, we won't consider it in this text. 

First-order Phase: A Shift in Time or Frequency 

Recall the Fourier Transform Shift Theorem, which says that: E (t - r) 
Fourier Transforms to E(w) exp( -iwr). So a linear term in the spectral 
phase, <PI == r, corresponds to a shift in time, i.e., a delay (see Fig. 2.7). 
Generally, we care only about the pulse's shape, not when it arrives. Indeed, 
if our measurement technique were sensitive a delay of the pulse, we'd have to 
maintain high stability of its path length, and hence of all beam-steering optics 
between the source and measurement device. And that would just further 
complicate our already complicated lives. 

Occasionally, the delay is of interest, and interferometric methods can be 
used in this case (see chapters 22-24). But the first-order term in the spectral 
phase, <PI, is generally uninteresting. 

Since the Shift Theorem also applies to the inverse Fourier Transform, as 
well, E(w - wo) inverse-Fourier-Transforms to E(t) exp(iwo t). So a linear 
term in the temporal phase, <PI, corresponds to frequency shift (see Fig. 2.7 
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Fig. 2.7: Effect of linear phase_ Top row: A Gaussian-intensity, flat-phase pulse_ Middle row: 
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bottom row). A spectral shift is often interesting. It is, however, easily 
measured with a spectrometer. 

Second-order Phase_' Linear Chirp 

Quadratic variation of <P (t), that is, a nonzero value of <P2, represents a linear 
ramp of frequency vs. time and so we say that the pulse is linearly chirped. (See 
Fig. 2.8). Consider a pulse with a Gaussian intensity and quadratic temporal 
phase: 

(2.29) 

where Eo is a constant, 1/ J a is roughly the pulse duration, and b is the chirp 
parameter. Here the intensity is: 

(2.30) 
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and the temporal phase is simply: 

c/>(t) = -bt2 (2.31) 

The Fourier transform of this field is: 

- In [ w2 
] E(w) = -- exp ----

a-ib 4(a-ib) 
(2.32) 
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Separated into the spectrum and spectral phase, the frequency-domain field 
can be written: 

(2.33) 

which is also a Gaussian. And the spectral phase is also quadratic: 

b 2 
<p(w)= 2 2w (2.34) 

a +b 
As a result, quadratic variation of ¢(t) corresponds to quadratic variation of 
<p(w). Note that ¢2 and <P2 have opposite signs. This is a result of the various 
sign conventions, which are fairly standard. 

Propagation through materials usually causes (positive) linear chirp, so if 
an ultrashort laser pulse doesn't have linear chirp at one point, it will a little 
further on. In fact, a negatively chirped pulse will shorten as it propagates 
through material. 

Third-order Phase: Quadratic Chirp 

Materials have higher-order dispersion, so they also induce higher-order 
phase distortions, as well. Above second order, distortions in the phase are 
usually considered in the frequency domain. This is because the spectrum is 
easily measured, and the intensity vs. time is not, so determination of the 
spectral phase yields the full pulse field, whereas the temporal phase doesn't. 
Also, it's quite intuitive to think in terms of how much delay is required for a 
given frequency to compensate for its distortion in spectral phase. 

Third-order spectral phase means a quadratic group delay vs. frequency. 
This means that the central frequency of the pulse arrives first, say, while 
frequencies on either side of the central frequency, Wo ± ow, arrive later. 
The two slightly different frequencies cause beats in the intensity vs. time, 
so pulses with cubic spectral phase distortion have oscillations after a main 
pulse (or before it, if the sign of the third-order coefficient, <P3, is negative). 
See Figs. 2.9a and b. Also, you might want to take a peak at Chapter 17, where 
we'll measure the mother of all cubic-spectral-phase pulses. 

Higher-order Phase 

Higher-order terms yield additional distortions, which can give rise to 
extremely complex pulses. Figures 2.10 and 2.11 show pulse shapes with 
quartic (fourth-order) and quintic (fifth-order) spectral phase. 

For example, the nonlinear-optical process, self-phase modulation, yields 
a temporal phase proportional to the input pulse intensity vs. time. This dis­
tortion can be quite complex, especially when considered in the frequency 
domain (see Figure 2.12). 
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Fig. 2.9: (a) Cubic Spectral phase. Top left: the electric field vs. time for a pulse with a 
Gaussian spectrum and cubic spectral phase, with 'P3 = 3 X 104 rad fs3• Top right: the intensity, 
phase, and instantaneous frequency vs. time. Note that phase jumps correspond to meaningless 
discontinuities in the instantaneous frequency. Bottom row: The spectrum, spectral phase, and 
group delay vs. frequency (left) and wavelength (right). (b) Same as Fig. 2.9a, but with negative 
cubic spectral phase of the same magnitude as in Fig. 2.9a. 

Also, propagation through long distances of fiber can result in higher-order 
dispersion of the fiber becoming evident in the form of higher-order pulse 
phase distortions, and nonlinear-optical processes can further distort the pulse 
phase, as well as the intensity, in both domains. 

Finally, to repeat a point we made earlier, it's often tempting to take a 
phase vs. time or frequency and fit it to a high-order polynomial, as inspired 
by Eqs. (2.24) or (2.26). While this may be reasonable, it is important to realize 
that when the intensity is zero, the phase is undefined and hence meaningless. 
And, when the intensity is near zero, the phase is nearly meaningless, which 
is probably not too different from totally meaningless. Thus, it's important 
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Fig. 2.10: (a) Quartic phase. Top left: the electric field vs. time for a pulse with Gaussian 
spectrum and positive quartic spectral phase, ip4 = 4 X 105 rad fs4. Top right: The intensity, 
phase, and instantaneous frequency vs. time. Bottom row: and the spectrum, spectral phase, 
and group delay vs. frequency (left) and wavelength (right). (b) Same as Fig. 2.lOa, but with 
negative quartic spectral phase of the same magnitude as in Fig. 2. lOa. 

to crop the phase (to phase-blank) at values of the intensity that are within 
an error bar of zero, often at about 1 % of the peak intensity. Or better, when 
fitting the phase to a high-order polynomial, use an intensity-weighted fit, 
which places low emphasis on the phase at times or frequencies where the 
intensity is weak. 

Relative Importance of the Intensity and Phase 

Finally, while it's obviously true that both the intensity and phase (in either 
domain) are required to fully specify a function, in some sense the more 
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Fig. 2.11: (a) Quintic spectral phase. To~ left: the electric field vs. time for a pulse with 
Gaussian spectrum and IPs = 7 x 106 rad fs . Top right: The intensity, phase, and instantaneous 
frequency vs. time. Bottom: the spectrum, spectral phase, and group delay vs. frequency 
and wavelength. (b) Same as Fig. 2.lla, but with negative quintic spectral phase of the same 
magnitude as in Fig. 2.l1a. 

important of the two quantities is the phase. To see this [5], take the magnitude 
of the two-dimensional Fourier Transform of a photograph and combine it 
with the phase from the two-dimensional Fourier Transform of a different 
photograph. This composite image, transformed back to the space domain, 
tends to look much more like the photograph that supplies the Fourier phase 
than the photograph that supplies the Fourier magnitude. We've reproduced 
this example in Fig. 2.13 using different photographs. Note that the composite 
images look almost nothing like the pictures that supply the Fourier magnitude, 
and instead both look very much like the picture supplying the Fourier phase! 

This fact is also evident in recent work in the generation of near-single­
cycle pulses. Spectra of such pulses are often quite structured, but, as long 
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pulse that's experienced self-phase modulation with a peak magnitude of I radian. Bottom: 
spectrum, spectral phase, and group delay vs. frequency and wavelength. All plots use a 
Gaussian temporal intensity. The pulse is slightly spectrally broadened. (b) Top: Temporal 
intensity, phase, and instantaneous frequency of a 10-fs, 800-nm pulse that's experienced 
self-phase modulation with a peak magnitude of 10 radians. Bottom: spectrum, spectral phase, 
and group delay vs. frequency and wavelength. All plots use a Gaussian temporal intensity. 
The pulse is massively spectrally broadened. 

as a nearly constant spectral phase is achieved, a few-cycle pulse can be 
produced. The spectral structure causes only small ripples in the wings of the 
pulse intensity vs. time. See Chapter 14. 

Pulse Propagation 

We've set up all this terminology to describe potentially very complex ultra­
short light pulses. Why have we done this? How do pulses become distorted? 
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The answer is that light is often created with complex intensity and phase, 
but, even if it's a simple flat-phase Gaussian pulse to begin with, propagation 
through materials will distort it. 

Fig. 2.13: Top: Photographs of the Rick Trebino (left) and his wife, Linda (right). If we 
2D-Fourler-transform (FT) each of these pictures, and use the 2D FT magnitude of one pho­
tograph in conjunction with the other photograph's FT phase, after inverse FT, we make the 
composite photographs shown on the bottom row. Bottom left: Photograph produced using 
the FT-magnitude of Linda and FT-phase of Rick. Bottom right: Photograph produced using 
the FT-magnitude of Rick and FT-phase of Linda. Note that these composite photographs look 
nothing like the photographs whose FT-magnitude was used, and they look very similar to the 
photograph whose FT phase was used. 

When a pulse propagates through a medium, its various frequencies have 
different phase and group velocities due to the medium's frequency-dependent 
refractive index, n (w), that is, its dispersion. The absorption coefficient, a (w), 
varies also. These effects are easily and accurately modeled. If L is the length 
of the medium, the frequency-domain output field, Eout (w), will be related to 
the frequency-domain input field, Ein(w), by: 

Eout(w) = Ein(W) exp[ -a(w)L/2] exp[in(w)kL] 

= Ein(w) exp[ -a(w)L/2] exp [in(w)~L ] 

(2.35) 

(2.36) 
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Absorption will modify the pulse's spectrum, and dispersion will modify the 
pulse's spectral phase: 

Sout(W) = SineW) exp[-a(w)L] 

. w 
fPout(w) = fPin(W) + tn(w)-L 

c 

(2.37) 

(2.38) 

Absorption can narrow the spectrum, which could broaden the pulse. On 
the other hand, occasionally someone attempts to broaden a pulse spectrum 
by preferentially absorbing its peak frequencies. 

We've seen that phase is usually the more interesting quantity. To a rea­
sonably good approximation, propagation through a medium adds first- and 
second-order terms to the pulse phase. Since, as we have seen, first-order 
phase vs. w corresponds to a simple delay, it isn't very interesting. Thus, it's 
fairly accurate to say that propagation through a material introduces (posi­
tive) chirp into a pulse. A flat-phase pulse becomes positively chirped, and a 
negatively chirped pulse actually shortens. If the pulse is particularly broad­
band, however, then third, fourth, and possibly fifth-order phase terms must 
be considered. 

Also, if a pulse propagates through some material on its way to your pulse­
measurement device, and you really desire to know the pulse's intensity and 
phase before it propagates through the material, then you can compensate 
for the distortions introduced by the material using this result. Of course, 
you can only do this if you're measuring the complete pulse field, E(t) or, 
equivalently, E(w). 

The Pulse Length and Spectral Width 

Our goal is to measure the pulse complex amplitude E(t) (or E(w» com­
pletely, that is, to measure both the intensity and phase, expressed in either 
domain. We must be able to do so even when the pulse has significant inten­
sity structure and highly nonlinear chirp. In addition, we'd like not to have to 
make assumptions about the pulse. 

Unfortunately, this has turned out to be difficult. As a result, researchers 
have had to make do with considerably less information than they would've 
liked for many years. A modest request is to be able simply to measure about 
how long the pulse is. Analogously, we'd like to be able to know how broad the 
spectrum is. Unfortunately, researchers haven't settled on a single definition 
of the pulse length (also referred to as the pulse width) and the spectral width 
(but, for some reason, never referred to as the "spectral length"). Several 
definitions exist, and each has its advantages and adherents. Here are the 
most common definitions. 

Full-width-half-maximum (rFWHM): This is the time between the most­
separated points that have half of the pulse's peak intensity (see Fig. 2.14). This 
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Fig. 2.15: Left: A pulse and its half-width-lle (HWlIe). Right: This is also a good measure of 
the pulse width, except when pulse structure exists. 

is the most intuitive definition, and it's the rule in experimental measurements, 
since it's easy to pull TFWHM off a plot It's not the most convenient for calcu­
lations, however. Also, small variations in the pulse can yield huge changes 
in TFWHM. Consider, for example, a pulse with a satellite pulse .49 times as 
large as the main pulse; if the satellite pulse increases by I %, the pulse length 
can increase by a large factor. 

For a simple Gaussian-intensity pulse, these issues aren't a problem, and 
the electric field can be written in terms of TFWHM: 

E(t) = Eo exp[ -21n 2(t /TFWHM)2] = Eo exp[ -1.38(t /TFWHM)2] (2.39) 

Half-width-lle (THWlje): This pulse width (see Fig. 2.15) is the amount of 
time between the pulse's maximum intensity and the time the intensity drops 
to 1/e (about 0.36) of the maximum value_ Especially useful when the pulse 
is a Gaussian in time or frequency, this definition allows us to write a simple 
expression for the pulse, with no messy constants. Theorists like this because 
it makes it easier to write down expressions in calculations. In terms of this 
definition, a Gaussian pulse field is written: 

E(t) = Eoexp[-~(t/THWl/e)2] (2.40) 

The factor of 1/2 is required so the intensity will lack such constants: 

l(t) = IEoI2exp[-(t/THWl/e)2] (2.41) 
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Keep in mind that the HWl/e width is considerably less than the FWHM, so 
be careful to specify which pulse width definition you're using, especially in 
a conversation between theorists and experimentalists. 

Root-mean-squared puLse width (Inns): This width is the easiest to prove 
theorems about. It's the second-order moment about the mean arrival time of 
the pulse: 

(2.42) 

where: 

(tn) == i: tn [(t)dt (2.43) 

and [(t) is assumed normalized so that its time integral is 1 (so it should 
have dimensions of inverse time). While the FWHM ignores any values of 
the pulse intensity as long as they're less than one half the pulse maximum 
intensity, the rms width emphasizes values far from the center of the pulse, 
and therefore is a good indicator of "wings" in the pulse. 

EquivaLent puLse width (Ie): This definition (see Fig. 2.16) considers that 
the pulse has a width (Ie) and a height (lmax). And the product of these two 
quantities should be the area under the intensity (the integral of [(t)): 

1 100 
Ie = - [(t)dt 

[max -00 

(2.44) 

This pulse-width definition is most useful when the pulse is complicated, with 
many sub-pulses and structure. 

We define spectral widths, WFwHM, WHwlje, Wnns , and We, analogously. And 
spectral widths in cycles per second are VFWHM = WFwHM/2:rr, etc. 

The Time-Bandwidth Product 

Now that we've defined the temporal and spectral widths, we can define the 
time-bandwidth product, or TBP, of a pulse, which is just what it sounds like: 
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Fig. 2.16: Illustration of the equivalent pulse width for two different pulses. The peak of the 
dashed rectangular "equivalent" pulse is set equal to the peak of the pulse. The width of the 
dashed rectangular pulse is then chosen so that its area is equal to that of the solid curve pulse. 
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the product of the temporal width and the spectral width. If all you can have 
about a pulse is a single parameter, the parameter you'd like to have is the 
TBP. Since the units of the pulse width are seconds, and those of the spectral 
width (WfWHM) are rad/s, or inverse seconds, the TBP is dimensionless. As 
a result, it's a good figure of merit for a pulse. The smaller the TBP, the 
"cleaner" or simpler the pulse. In addition, since the pulse coherence time, 
rc (roughly the length of the shortest structure within a pulse), is the reciprocal 
of the bandwidth, the TBP is the ratio of the pulse width and the coherence 
time. So the TBP is the approximate number of sub-pulses in the pulse. For 
pulses whose main distortion is a low-order phase distortion, however, such 
as linear chirp, the TBP can be large even when there is no substructure in the 
pulse. Whatever the source of distortions, laser builders and manufacturers 
and researchers try very hard to make the simplest pulses with the lowest TBP. 

Depending on the definition chosen, the minimum possible TBP ranges 
from about .1 to 1, and it increases with increasing pulse complexity (see 
Figs. 2.17 and 2.18). 

It would seem reasonable that a pulse with a flat phase would have a smaller 
TBP than a pulse with a complicated phase. Is this always the case? Or 
is it possible to have a pulse with, say, a complicated spectrum, for which 
some complicated spectral phase yields a smaller pulse length and hence a 
smaller TBP than does a constant phase? It turns out that, for any spectrum, 
the shortest pulse in time, and hence the smallest TBP, always occurs for a 
flat spectral phase. Similarly, for any pulse intensity vs. time, the narrowest 
spectrum, and hence the smallest TBP, always occurs for a flat temporal 
phase. These conclusions require that we use the rms temporal and spectral 
widths and follow easily from the result given by Cohen in his excellent book, 
Time-Frequency Analysis [6,7]: 

(2.45) 

where the real amplitude A (t) = J I (t), intensity is assumed normalized 
to have unity time integral, the prime means the derivative, and the mean 
frequency is assumed subtracted from <P' (t). 

This result writes the rms bandwidth as something like the Pythagorean sum 
of a contribution due to variations in the amplitude and a contribution due to 
variations in the phase (weighted by the intensity). Note that both integrands 
and integrals are always positive, so variations in the amplitude only increase 
the bandwidth and, likewise, variations in the phase also only increase the 
bandwidth. 

Since the Fourier Transform is symmetrical, the same holds for the rms 
pulse width in terms of the spectral variations: 

(2.46) 
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Fig. 2.17: (a) Gaussian-intensity pulse with constant phase and minimal TBP. The intensity 
and phase vs. time (left); the spectrum and spectral phase vs. frequency (right). For the dif­
ferent definitions of the widths: TBPnns = 'nns Wnns = 0.5, TBPe = 3.14, TBPHW1/e = 1, 
TBPFWHM = 2.76. Divide by 2n for 'nns Vnns, etc. (b) Same as Fig. 2.l7a, except a longer pulse 
(note the change in scale of the phase axis) with chirp and hence a larger TBP. TBP nns = 1.13, 
TBPe = 7.01, TBPHW1 / e = 2.26, TBPFWHM = 6.28. Divide by 2n for 'nnsVnns, etc. (c) 
Same as Fig. 2.17a, except an even longer pulse (note the change in scale of the time axis) 
with more chirp and hence a larger TBP. TBPnns = 5.65, TBPe = 35.5, TBPHW1 / e = 11.3, 
TBPFWHM = 31.3. Divide by 2n for 'nns Vnns, etc. 

where the spectral amplitude is B(w) = ,JS(w), Sew) is assumed normalized 
to have unity area, prime means derivative, and the mean pulse time is assumed 
subtracted from cp' (w ) . 

Thus, for a given spectrum, Sew), variations in the spectral phase can only 
increase the rms pulse width over that corresponding to a fiat spectral phase. 

Spatio-Temporal Pulse Characteristics 

In writing Eq. (2.1), we've ignored the spatial dependence of the beam. 
More specifically, we've tacitly assumed that the complex pulse field, which 
is actually a function of both time and space, separates into the product of 
spatial and temporal factors, and we have simply ignored the spatial compo­
nent. This assumption is valid for the fairly smooth pulses emitted by most 
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Fig. 2.18: (a) A pulse with random intensity and phase structure. The intensity and phase vs. 
time (left) the spectrum and spectral phase vs. frequency (right). This pulse has a near-unity 
TBP. For the various definitions of the pulse and spectral widths, the TBP is: TBPrms = 6.09, 
TBPe = 4.02, TBPHW1je = 0.82, TBPFWHM = 2.57. Divide by 27f for frmsVrms , etc. (b) Same 
as Fig. 2.18a, except a pulse with more structure and hence a larger TBP. TBPrms = 32.9, 
TBPe = 10.7, TBPHW1je = 35.2, TBPFWHM = 116. Divide by 27f for frmsVrms , etc. (c) 
Same as Fig. 2.18a, except a pulse with even more structure and hence an even larger TBP. 
TBPrms = 122, TBPe = 44.8, TBPHW1je = 213, TBPFWHM = 567. Divide by 27f for 
f rms Vrms, etc. 

ultrafast lasers. It is, however, fairly easy to generate pulses that violate this 
assumption (for example, pulse compressors and shapers can introduce angu­
lar dispersion into the pulse, so the pulse winds up with its redder colors on 
one side and the bluer colors on the other, a distortion called spatial chirp), 
and nearly all pulse-measurement techniques get confused in this case. We'll 
talk about how to measure such complicated pulses later when we discuss the 
spatio-temporal measurement of a pulse (Chapter 22), but in the meantime, 
we'll ignore this problem. (If you suspect your pulse has this problem before 
you get to Chapter 22, just aperture it, and measure a small piece of the beam.) 

We've also assumed polarized light, but this also is not necessary. We'll get 
to the measurement of a polarization-varying pulse later (we'll just measure 
each polarization independently, but we'll have to measure the relative phase 
of the two polarizations, as well-see Chapter 23). 
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3. Nonlinear Optics 

Rick Trebino and John Buck 

Linear vs. Nonlinear Optics 

The great thing about ultrashort laser pulses is that all their energy is 
crammed into a very short time, so they have very high power and inten­
sity. A typical ultrashort pulse from a Ti : Sapphire laser oscillator has a paltry 
nanojoule of energy, but it's crammed into 100 fs, so its peak power is 10,000 
Watts. And it can be focused to a micron or so, yielding an intensity of 
1012 W jcm2 ! And it's easy to amplify such pulses by a factor of 106 ! 

What this means is that ultrashort laser pulses easily experience high­
intensity ejfects---effects that we don't ordinarily see because even sunlight on 
the brightest day doesn't approach the above intensities. And all high-intensity 
effects fall under the heading of nonlinear optics [1-12]. Some of these effects 
are undesirable, such as optical damage. Others are very desirable, such as 
second-harmonic generation, which allows us to make light at a new fre­
quency, twice that of the input light. Or like four-wave mixing, which allows 
us to generate light with an electric field proportional to EI (t) E2*(t) E3(t), 
where EI (t), E2 (t), and E3(t) are the complex electric-field amplitudes of 
three different light waves. Whereas linear optics requires that light beams 
pass through each other without affecting each other, nonlinear optics allows 
the opposite. This chapter will describe the basics of nonlinear optics for any­
one who hasn't experienced this field, so you can understand the basics of 
FROG, which is an inherently nonlinear-optical phenomenon. 

The fundamental equation of optics-whether linear or nonlinear-is the 
wave equation: 

a28 I a28 a2:p 
az2 - c2 at2 = /-t0ai2 

o 
(3.1) 

where /-to is the magnetic permeability of free space, Co is the speed of light 
in vacuum, 8 is the real electric field, and :P is the real induced polarization. 
The induced polarization contains the light's effects on the medium and the 
medium's effect back on the light wave. It drives the wave equation. 

The induced polarization contains linear-optical effects (the absorption 
coefficient and refractive index) and also nonlinear-optical effects. At low 
intensity (or low field strength), the induced polarization is proportional to 
the electric field that is already present: 

(3.2) 

where co is the electric permittivity of free space, and the linear susceptibility, 
X (I), describes the linear-optical effects. This expression follows from the 
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Fig. 3.1: Linear optics. Left: A molecule excited by a light wave oscillates at that frequency 
and emits only that frequency. Right: This process can be diagrammed by showing the input 
light wave as exciting ground-state molecules up to an excited level, which re-emits the same 
frequency. 

fact that the light electric field, 8, forces electric dipoles in the medium into 
oscillation at the frequency of the field; the dipole oscillators then emit an 
additional electric field at the same frequency. The total electric field (incident 
plus emitted) is what appears as 8 in Eqs. (3.1) and (3.2). If we assume a 
lossless medium, for example, we find that the electric and polarization field 
expressions, 8(z, t) ex Eo cos(evt -kz) and /P = 80 X(1) Eo cos(evt -kz), will 
solve the wave equation, provided that ev = c k, and c = co/(l + X(I)1/2. 

In linear optics, (where Eq. (3.2) applies), the wave equation is linear, so if 
8 is a sum of more than one beam (field), then so is /P. As a result, /P drives 
the wave equation to produce light with only those frequencies present in /P, 
and these arise from the original input beams. In other words, light doesn't 
change color (see Fig. 3.1). Also, with a linear wave equation, the principle 
of superposition holds, and beams of light can pass through each other and 
don't affect each other. 

Life at low intensity is dull. 

Nonlinear-Optical Effects 

At high intensity, the induced polarization ceases to be a simple linear 
function of the electric field. Put simply, like a cheap stereophonic amplifier 
driven at too much volume, the medium doesn't follow the field perfectly (see 
Figs. 3.2 through 3.4), and higher-order terms must be included: 

(3.3) 

where X (2) and X (3) are called the second- and third-order susceptibilities. X (n) 

is called the nth-order susceptibility. 
What do nonlinear-optical effects look like? They're easy to calculate. 

Recall that the real field, 8, is given by: 

8(t) = ~E(t)exp(ievt) + ~E*(t)exp(-ievt) (3.4) 
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Fig.3.2: Nonlinear optics. Left: A molecule excited by a light wave oscillates at other frequen­
cies and emits those new frequencies. Right: This process can be diagrammed by showing the 
input light wave as exciting ground-state molecules up to highly excited levels, which re-emit 
the new frequencies. 
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Fig. 3.3: Nonlinear electronic effects in a cheap audio amplifier. The input wave from the 
audio source is taken here to be a sine wave. In an expensive amplifier, the sine wave is 
accurately reproduced at higher volume, but, because the cheap amplifier cannot achieve the 
desired volume, the output wave saturates and begins to look more like a square wave. This 
produces new frequency components at harmonics of the input wave. Nonlinear-optical effects 
are analogous: a sine-wave electric wave drives a molecular system, which also does not 
reproduce the input sine wave accurately, producing new frequencies at harmonics of the input 
wave. Whereas audiophiles spend a great deal of money to avoid the above nonlinear electronic 
effects, optical scientists spend a great deal of money to achieve nonlinear-optical effects. 
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Fig. 3.4: Potential surface of a molecule, showing the energy vs. separation between nuclei. 
Note that the potential is nearly parabolic near the bottom, but it is far from parabolic for 
excitations that hit the molecule harder forcing it to vibrate with larger ranges of nuclear 
separations. This molecule will emit frequencies other than that driving it. 
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Fig. 3.5: Second-hannonic generation. Left: Collinear beam geometry. Right: Noncollinear 
beam geometry with an angle, e, between the two input beams. Such noncollinear beam 
geometries are possible in nonlinear optics because more than one field is required at the input. 

where we have temporarily suppressed the space dependence, and E (t) is the 
complex field. So squaring this field yields: 

8 2(t) = ~E2(t)exp(2iwt) + ~E(t)E*(t) + ~E*2(t)exp(-2iwt) (3.5) 

Notice that this expression includes terms that oscillate at 2w, the sec­
ond harmonic of the input light frequency. These terms then drive the wave 
equation to yield light at this new frequency. This process is very important; 
it's called second-harmonic generation (SHG). Optical scientists, especially 
ultrafast scientists, make great use of SHG to create new frequencies. And 
it is the single most important effect used to measure ultrashort laser pulses. 
Figure 3.5 shows a schematic of SHG. 

The above expression also contains a zero-frequency term, so light can 
induce a dc electric field. This effect is called optical rectification; it's 
generally pretty weak, so we won't say much more about it. 

If we consider the presence of two beams and this time don't sup-
press the spatial dependence, 8(r,t) = ~El(r.t)exp[i(wlt - kl · r)] + 
~E2(r, t) exp[i(w2t - k2 . r)] + c.c. In this case, we have: 

8 2(r,t) = ~EI2exp[2i(wlt -kl .r)] 

+ ~EIEI* + ~ E/ exp [-2i(wlt - kl . r)] 

+ ~El exp [2i(w2t - k2 · r)] + ~ E2E2* 

+ ~E;2 exp [-2i(w2t - k2 . r)] 

+ ~EIE2 exp {i[(wl + (2)t - (kl + k2) . r]} 

+ ~EI* E2* exp {-i[(wl + (2)t - (kl + k2) . r]} 

+ ~EI E2* exp {i[ (WI - (2)t - (kl - k2) . r]} 
+ ~EI* E2 exp {-i[(Wl - (2)t - (kl + k2) . r]} (3.6) 

Okay, this looks like a mess. But the first two lines are already familiar; they're 
the SHG and optical-rectification terms for the individual fields. The next line 
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Fig.3.6: Intensity pattern produced when two beams cross. When the beams cross in a medium, 
the medium is changed more at the intensity peaks than at the troughs, producing a laser-induced 
grating [13]. 

is new: it yields light at the frequency, WI + W2, the sum frequency, and hence 
is called sum-frequency generation (SFG). The last line is also new: it yields 
light at the frequency, WI - W2, the difference frequency, and hence is called 
difference-frequency generation (DFG). These two processes are also quite 
important, and they playa key role in techniques to measure pulses, as well. 

Notice something else. The new beams are created in new directions, ki +k2 
and ki - k2. This can be very convenient if we desire to see these new­
potentially weak-beams in the presence of intense input beams that create 
them. 

Third-order effects are collectively referred to asfour-wave-mixing (4WM) 
effects because three waves enter the nonlinear medium, and an additional 
one is created in the process, for a total of four. We won't waste a page and 
write out the entire third-order induced polarization, but, in third order, as 
you can probably guess, we see effects including third-harmonic generation 
(THG) and a variety of terms like: 

:Pi = ~80X (3) El E; E3 exp {i[ (WI - W2 + (3)t - (ki - k2 + k3) . r]} (3.7) 

Notice that, if the factor of the electric field envelope is complex -conjugated, 
its corresponding frequency and k-vector are both negative, while, if the field 
is not complex-conjugated, the corresponding frequency and k-vector are 
both positive. Such third-order effects, in which one k-vector is subtracted, 
are often called induced grating effects because the intensity due to two of 
the beams, say, EI and E2, has a sinusoidal spatial dependence (see Fig. 3.6). 
The sinusoidal intensity pattern affects the medium in some way, creating a 
sinusoidal modulation of its properties, analogous to those of a diffraction 
grating. The process can then be modeled as diffraction of the third beam off 
the induced grating. 

Third-order effects include a broad range of interesting phenomena (some 
useful, some irritating), many beyond the scope of this book. But we'll con­
sider a few that are important for pulse measurement. For example, suppose 
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Fig. 3.7: Two-beam coupling. One beam can affect the other in passing through a sample 
medium. The pulse at the output indicates the signal beam, here collinear with one of the beams 
and at the same frequency. This idea is the source of a variety of techniques for measuring the 
properties of the sample medium. 
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Fig. 3.8: Polarization gating. If the polarizers are oriented at 0° and 90°, respectively, the 
45°-polarized beam (at frequency Ctil) induces polarization rotation of the OO-polarized beam 
(at frequency alJ), which can then leak through the second 900 polarizer. The pulse at the 
output indicates the signal pulse, again collinear with one of the input beams, but here with the 
orthogonal polarization. 

that the second and third beams in the above expression are the same: E2 = E3 
and k2 = k3 . In this case, the above induced polarization becomes: 

This yields a beam that has the same frequency and direction as beam #1, but 
allows it to be affected by beam #2 through its mag-squared factor. So beams 
that pass through each other can affect each other! Of course, the strength of 
all such effects is zero in empty space (X (3) of empty space is zero), but the 
strength can be quite high in a solid, liquid, or gas. It's often called two-beam 
coupling (see Fig. 3.7). 

A particularly useful implementation of the above third-order effect is 
polarization gating (see Fig. 3.8), which involves the use of orthogonal polar­
izations for E2 and E3• This typically means that these two co-propagating 
beams combine together to yield a beam polarized at 45° to that of E 1, which 
is, say, horizontally polarized. The two vertically polarized beams form a 
grating, and the horizontally polarized beam diffracts off it, and the diffracted 
beam maintains horizontal polarization. This creates an induced polarization 
for the horizontal polarization, i.e., the polarization orthogonal to that of E 1• 

This new beam is created in the same direction as beam #1, and with the same 
frequency, too. As a result, crossed polarizers can be used to separate the new 
beam from the input beam E1. This beam geometry is convenient and easy to 
set up, and it's much more sensitive than two-beam coupling. 
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By the way, another process is simultaneously occurring in polarization 
gating called induced birefringence, in which the electrons in the medium 
oscillate along with the incident field at +450 , which stretches the formerly 
spherical electron cloud into an ellipsoid elongated along the +450 direction. 
This introduces anisotropy into the medium, typically increasing the refractive 
index for the +450 direction and decreasing it for the -450 direction. The 
medium then acts like a wave plate, slightly rotating the polarization of the 
field, E1, allowing some it to leak through the crossed polarizers. 

However you look at it, you get the same answer when the medium responds 
rapidly. 

Another type of induced-grating process is self diffraction (see Fig. 3.9). It 
involves beams #1 and #2 inducing a grating, but beam #1 also diffracting off 
it. Thus beams #1 and #3 are the same beam. This process has the induced­
polarization term: 

It produces a beam with frequency 2W1 - W2 and k-vector ik1 - k2. This beam 
geometry is also convenient because only two input beams are required. 

And it is also possible to perform third-harmonic generation using more 
than one beam (or as many as three). An example beam geometry is shown 
in Fig. 3.10, using two input beams. 

Signal #1 

Nonli~ear ~"""2C01-C02 
medium ...... . 

I"::::::"! 
Signal #~"'~~ ..... 2co2-C01 

Fig. 3.9: Self diffraction. The two beams yield a sinusoidal intensity pattern, whieh induces 
a grating in the medium. Then each beam diffracts off the grating. The pulses at the output 
indicate the signal pulses, here in the 2kl - kz and 2kz - kl directions. 

m~~i~m Signal #1 
"-~ 20)1 +0)2 Iw··t .... ·· .. · .. ·· .. · .. .. ! ......................... .. 

A--- 20) +0) 
Signal #2 2 1 

Fig. 3.10: Third-harmonic generation. While each beam individually can produce third har­
monie, it can also be produced by two factors of one field and one of the other. These latter 
two effects are diagrammed here. 
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Some General Observations about Nonlinear Optics 

Nonlinear-optical effects are usually diagrammed as in Fig. 3.11. Upward­
pointing arrows indicate fields without complex conjugates and with fre­
quency and k-vector contributions with plus signs. Downward-pointing 
arrows indicate complex -conjugated fields in the polarization and negative 
signs in the contributions to the frequency and k-vector of the light created. 
Unless otherwise specified, Wo and ko denote the output or signal frequency 
and k-vector. 

Notice that, in all of these nonlinear-optical processes, the polarization 
propagates through the medium just like the light wave does. It has a frequency 
and k-vector. For a given process of Nth order, the signal frequency Wo is 
given by: 

I Wo = ±Wl ± W2 ± ... ± WN I 
where the signs obey the above complex-conjugate convention. 

The polarization has a k-vector with an analogous expression: 

I ko = ± kl ± k2 ± ... ± kN I 
where the same signs occur in both Eqs. (3.10) and (3.11). 

(3.10) 

(3.11) 

In all of these nonlinear-optical processes, terms with products of the E-field 
complex envelopes, such as Er E2, are created. It is these products that allow 
us to measure ultrashort laser pulses. Whether it is simple autocorrelation, 
FROG, or some new, as yet undiscovered method, it will take advantage of 
these effects. What we'll be doing, for example, is taking two beams (pulses) 
and delaying one with respect to the other and considering processes with the 
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~I---' 
2 
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Fig. 3.11: Sample complex nonlinear-optical process, :P ex EI E2 E3 E: Es. Here, 

Wo = WI + W2 + W3 - W4 + Ws and ko = kl + k2 + k3 - k4 + ks. The k-vectors are shown adding 
in two-dimensional space, but, in third- and higher-order processes, space's third dimension is 
potentially also involved. The different frequencies (colors) of the beams are shown as different 
shades of gray. 
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product, E1 (t) E2(t - r), where r is the delay. This multiplication of electric 
fields will allow one pulse to gate out a temporal piece of another. 

The Mathematics of Nonlinear Optics 

The Slowly Varying Envelope Approximation 

Okay, so there are some interesting induced polarizations going on, but 
how do we calculate what their effects are? Well, we must substitute into the 
wave equation, Eq. (3.1), and solve the nonlinear differential equation that 
results. While this is hard to do exactly, a few tricks and approximations make 
it quite easy in most cases of practical interest. 

The first approximation is that we consider only a range of frequencies 
near one frequency at a time. We'll write the wave equation for one particular 
signal frequency, wo, and only consider a small range of nearby frequencies. 
Anything happening at distant frequencies will alternately be in phase and then 
out of phase with the fields and polarizations in this range and so should have 
little effect. We'll also assume that the nonlinear optical process is fairly weak, 
so it won't affect the input beams. Thus we'll only consider the one signal field 
of interest. If you're interested in more complex situations, you're probably 
not measuring pulses, and you should check out a full text on nonlinear optics 
(see, for example, the list at the end of this chapter). 

The second is the Slowly Varying Envelope Approximation (SVEA), which, 
despite its name, remains a remarkably good approximation for all but the 
shortest pulses (we'll see it break down in the chapter on few-femtosecond 
pulses, but the fix will be remarkably simple). It takes advantage of the fact 
that, as short as they are, most ultrashort laser pulses are still not as short as an 
optical cycle (about 2 fs for visible wavelengths). Thus the pulse electric field 
can be written as the product of the carrier sine wave and a relatively slowly 
varying envelope function. This is what we've been doing, but we haven't 
explicitly used this fact; now we will. Since the measure of the change of 
anything is the derivative, we'll now neglect second derivatives of the slowly 
varying envelope compared to those of the more rapidly varying carrier sine 
wave. And the wave equation, which is what we must solve to understand any 
optics problem, is drowning in derivatives. 

Assume that the driving polarization propagates along the z-axis, and write 
the electric field and polarization in terms of slowly varying envelopes: 

8Cr, t) = ~ ECr, t) exp[i(wo t - koz)] + c.c. 

!PCr, t) = ~ P(r, t) exp[i(wot - koz)] + c.c. 

(3.12) 

(3.13) 

where we've chosen to consider the creation of light at the same frequency 
as that of the induced polarization, woo But we've also assumed that the light 
field and polarization have the same k-vectors, ko, which is a big-and often 
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unjustified-assumption, as discussed above. But bear with us for now, and 
we'll come clean in a little while. 

Recall that the wave equation calls for taking second derivatives of 8 and 
:P with respect to t and/or z. Let's calculate them: 

a28 1 [a 2E aE ] 
-2 = - -2 + 2iwo- - w~E exp[i(wot - koz)] + c.c. 
at 2 at at 

(3.14) 

a28 1 [a2 E a E ] 
-2 = - -2 - 2iko- - k~E exp[i(wo t - ko z)] + C.c. 
az 2 az az 

(3.15) 

a2:p 1 [a 2 p ap ] 
-2- = - -2 + 2iwo- - w~P exp[i(wo t - ko z)] + c.c. 
at 2 at at 

(3.16) 

As we mentioned above, we'll assume that derivatives are small and that 
derivatives of derivatives are even smaller: 

(3.17) 

Letting Wo = 2n / T, we find that this condition will be true as long as: 

I a2 E I I 2n a E I 14n2 I - «2-- « -E at2 T at T 
(3.18) 

where T is the optical period of the light, again about 2 fs for visible light. 
These conditions hold if the field envelope is not changing on a time scale of 
a single cycle, which is nearly always true. So we can neglect the smallest 
term and keep the larger two. 

The same is true for the spatial derivatives. We'll also neglect the second 
spatial derivative of the electric field envelope. 

And the same derivatives arise for the polarization. But since the polar­
ization is small to begin with, we'll neglect both the first and second 
derivatives. 

The wave equation becomes: 

[ a E 2iwo a E 2 W5] -2iko- - -- - ko E + -E exp[i(wot - koz)] 
dz c2 at c2 

= -fJ.oW5P exp[i(wo t - koz)] (3.19) 

since we can factor out the complex exponentials. 
We can also cancel the exponentials. Recalling that E satisfies the wave 

equation by itself, k5 E = (w5/ c2 ) E, and those two terms can also be canceled. 
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Then dividing through by - 2ik yields: 

a E 1 a E . /-LoW6 
-+--=-1--P 
dz c at 2ko 

(3.20) 

This expression is actually a bit oversimplified. A more accurate inclusion 
of dispersion (see Diels' and Rudolph's book) yields the same equation, but 
with the phase velocity of light, c, replaced with the group velocity, Vg: 

aE 1 aE . /-LoW6 
-+--=-1--P 
dz Vg at 2ko 

(3.21) 

We can now simplify this equation further by transforming the time co­
ordinate to be centered on the pulse. This involves new space and time co­
ordinates, Zv and tv, given by: Zv = z and tv = t - z/Vg. To transform to these 
new co-ordinates requires replacing the derivatives: 

aE aE azv aE atv 
-=--+--az azv az atv az 
aE aE azv aE atv 
-=--+-­
at azv at atv at 

Computing the simple derivatives and substituting, we find: 

aE aE aE [ 1] az = azv + atv - Vg 

aE aE 
-=0+-
at atv 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

The time derivative of the polarization is also easily computed. This yields: 

a E a E [ 1] 1 [ a E ] . /-LOW6 
azv + atv - Vg + Vg atv = -1 2ko P (3.26) 

Canceling the identical terms leaves: 

aE . /-LOW6 
-=-1--P az 2ko 

(3.27) 

where we've dropped the subscripts on t and z for simplicity. This nice simple 
equation is the SVEA equation for most nonlinear-optical processes in the 
simplest case. Assumptions that we've made to get here include that: (1) the 
nonlinear effects are weak; (2) the input beams are not affected by the fact 
that they're creating new beams (okay, so we're violating Conservation of 
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Energy here, but only by a little); (3) the group velocity is the same for all 
frequencies in the beams; (4) the beams are uniform spatially; (5) there is no 
diffraction; and (6) pulse variations occur only on time scales longer than a 
few cycles in both space and time. And we've assumed that the electric field 
and the polarization have the same frequency and k-vector. While the other 
assumptions mentioned above are probably reasonable in practical situations, 
this last assumption will be wrong in many cases-in fact it's actually difficult 
to satisfy, and we go to some trouble in order to do so-and we'll consider it 
in the next section. But the rest of these assumptions are quire reasonable in 
most pulse-measurement situations. 

Solving the Wave Equation in the Slowly Varying Envelope Approximation 

If the polarization envelope is constant, then the wave equation in the SVEA 
is the world's easiest differential equation to solve, and here's the solution: 

fJ, {J} 
E(z, t) = -i~P z 

2ko 
(3.28) 

and we see that the new field grows linearly with distance. Since the intensity 
is proportional to the mag -squared of the field, the intensity then simply grows 
quadratically with distance: 

Phase-matching 

c lI {J} 
fez, t) = _",,_0_0 IPl2 Z2 

4 
(3.29) 

There is a ubiquitous effect that must always be considered when we per­
form nonlinear optics and is another reason why nonlinear optics isn't part of 
our everyday lives. This is phase-matching. What it refers to is the tendency, 
when propagating through a nonlinear-optical medium, of the generated wave 
to become out of phase with the induced polarization after some distance. If 
this happens, then the induced polarization will create new light that's out 
of phase with the light it created earlier, and, instead of making more such 
light, the two contributions will cancel out. The way to avoid this is for the 
induced polarization and the light it creates to have the same phase velocities. 
Since they necessarily have the same frequencies, this corresponds to having 
the same k-vectors, the issue we discussed a couple of sections ago. Then the 
two waves are always in phase, and the process is orders of magnitude more 
efficient. In this case, we say that the process is phase-matched. 

We've been implicitly assuming phase-matching so far by using the vari­
able ko for both k-vectors. But because they can be different, let's reserve the 
variable, ko, for the k-vector of the light at frequency Wo [ko = won(wo)/co, 
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where Co is the speed of light in vacuum], and we'll now refer to the induced 
polarization's k-vector, as given by Eq. (3.11), as kp • We must recognize 
that kp won't necessarily equal ko, the k-vector of light with the polariza­
tion's frequency wo-light that the induced polarization itself creates. Indeed, 
there's no reason whatsoever for the sum of the k-vectors above, all at dif­
ferent frequencies with their own refractive indices and directions, to equal 
won(wo)jco. 

Equation (3.27) now becomes: 

aE 
2iko- exp[i(wot - koz)] = J-tow~P exp[i(wot - kpz)] (3.30) 

dz 

Simplifying: 
aE . J-tow~ . - = -1-- P exp(l tlk z) 
az 2k 

(3.31) 

where: 
tlk == ko - kp (3.32) 

We can solve this differential equation simply also: 

. J-tow~ exp(i tlk z) ] L 
E(L t) = -l--P --=---

, 2ko i tlk 0 
(3.33) 

= _iJ-tow~ P [eXP(i tlk L) - 1] (3.34) 
2ko i tlk 

. J-tow~L . [eXP(i tlk Lj2) - exp( -itlk L j2)] = -1 P exp(l tlk Lj2) 
ko 2i tlk L 

(3.35) 

The expression in the brackets is sin(tlkLj2)j(tlkLj2), which is just the 
function called sinc(tlk Lj2). Ignoring the phase factor, the light electric 
field after the nonlinear medium will be: 

J-toui 
E(L, t) = _i __ o P L sinc(tlk Lj2) 

ko 
(3.36) 

Mag-squaring to obtain the light irradiance or intensity, I, we have: 

(3.37) 

Since the function, sinc2 (x), is maximal at x = 0, and also highly peaked 
there (see Fig. 3.12), the nonlinear-optical effect of interest will experience 
much greater efficiency if tlk = O. This confirms what we said earlier, that 
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Fig. 3.12: Left: Plot of sinc2(t.kL/2) vs. t.kL. Note that the sharp peak at t.k L = O. Right: 
Plot of the generated intensity vs. L, the nonlinear-medium thickness for various values of 
t.k. Note that, when t.k -=1= 0, the efficiency oscillates sinusoidally with distance and remains 
minimal for all values of L. 

the nonlinear-optical efficiency will be maximized when the polarization and 
the light it creates remain in phase throughout the nonlinear medium, that is, 
when the process is phase-matched. 

Phase-matching is crucial for creating more than just a few photons in a 
nonlinear-optical process. To summarize, the phase-matching conditions for 
an N-wave-mixing process are (see Fig. 3.11): 

Wo = ± WI ± W2 ± ... ± WN 

ko = ± kl ± k2 ± ... ± kN 

(3.38) 

(3.39) 

where ko is the k-vector of the beam at frequency, wo, which mayor may not 
naturally equal the sum of the other k-vectors, and it's our job to make it so. 

Note that, if we were to multiply these equations by Ii, they would corre­
spond to energy and momentum conservation for the photons involved in the 
nonlinear-optical interaction. 

Let's consider phase-matching in collinear SHG. Let the input beam 
(often called the fundamental beam) have frequency WI and k -vector, k 1 = 
Wln(Wl)/Co. The second harmonic occurs at Wo = 2Wl, which has the k­
vector, ko = 2Wl n(2wl)/CO. But the induced polarization's k-vector has 
magnitude, kp = 2kl = 2wln(w1)/co. The phase-matching condition 
becomes: 

ko = 2kl (3.40) 

which, after canceling common factors (2Wl/CO) simplifies to: 

(3.41) 

Thus, in order to phase-match SHG, it's necessary to find a nonlinear 
medium whose refractive indices at W and 2w are the same (to several decimal 
places). Unfortunately-and this is another reason you don't see things like 
this everyday-all media have dispersion, the tendency of the refractive index 
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Fig. 3.13: Refractive index vs. wavelength for a typical medium. Because phase-matching 
SHG requires the refractive indices of the medium to be equal for both w and 2w, it is not 
possible to generate much second harmonic in normal media. 

m 
Frequency 

2m 

Fig. 3.14: Refractive index vs. wavelength for a typical birefringent medium. The two 
polarizations (say, vertical and horizontal, corresponding to the ordinary and extraordinary 
polarizations) see different refractive index curves. As a result, phase-matching of SHG is 
possible. This is the most common method for achieving phase-matching in SHG. The extra­
ordinary refractive index curve depends on the beam propagation angle (and temperature), 
and thus can be shifted by varying the crystal angle in order to achieve the phase-matching 
condition. 

to vary with wavelength (see Fig. 3.13). This effect quite effectively prevents 
seeing SHG in nearly all everyday situations. 

It turns out to be possible to achieve phase-matching for birefringent 
crystals, whose refractive-index curves are different for the two orthogonal 
polarizations (see Fig. 3.14). 

In noncollinear SHG, we must consider that there's an angle, (), between the 
two beams (see Fig. 3.5). The input vectors have longitudinal and transverse 
components, but, by symmetry, the transverse components cancel out, leaving 
only the longitudinal component of the phase-matching equation: 

kl cos«() /2) + kl cos«() /2) = ko (3.42) 

Simplifying, we have 2kl cos«() /2) = ko as our phase-matching condition. 
Substituting for the k-vectors, the phase-matching becomes: 

(3.43) 
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Far from phase-matching Closer to phase-matching 

Six coherence lengths Two coherence lengths 

Fig. 3.15: Light inside a SHG crystal for two different amounts of phase-mismatch (i.e., 
for two different crystal angle orientations). Note that, as the crystal angle approaches the 
phase-matching condition, the periodicity of the intensity with position decreases, and the 
intensity increases. At phase-matching, the intensity increases quadratically along the crystal, 
achieving nearly 100% conversion efficiency in practice [14]. 

Fig. 3.16: Interesting non-collinear phase-matching effects in second-harmonic generation. 
(Picture taken by Rick Trebino.) 

Figure 3.16 shows a nice display of noncollinear SHG phase-matching 
processes involving one intense beam and scattered light in essentially all 
directions. This picture doesn't yield any particular insights for pulse mea­
surement, but it's really pretty, and we thought you might like to see it. By the 
way, the star isn't really nonlinear-optical; it's just due to the high intensity 
of the spot at its center (and the "star filter" on the camera lens when the 
picture was taken). The ring is real, however, and there can be as many as 
three of them. 

Finally, whether a collinear or non-collinear beam geometry, it's also pos­
sible to achieve phase-matching using two orthogonal polarizations for the 
(two) input beams. In other words, the input beam is polarized at a 45° angle 
to the output SH beam. This is referred to as Type II phase-matching, while 
the above process is called Type I phase-matching. Type II phase-matching is 
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more complex than Type I because the two input beams have different refrac­
tive indices, phase velocities, and group velocities, which must be kept in 
mind when performing measurements using it. 

Phase-matching is easier to achieve in third order, largely because we have 
an extra k-vector to play with. In fact, it can be so easy that it happens auto­
matically. In two-beam coupling and polarization gating, the phase-matching 
equations become: 

Wo = WI - W2 + W2 

ko = kl - k2 + k2 

(3.44) 

(3.45) 

These equations are automatically satisfied when the signal beam has the 
same frequency and k-vector as beam 1: WI and kl' respectively. 

For other third-order processes, phase-matching is not automatic, but it 
can be achieved with a little patience. For some processes, however, it can 
be impossible, as is the case for self-diffraction. In the latter case, sufficient 
efficiency can be achieved for most purposes, provided that the medium is 
kept thin to minimize the phase-mismatch. 

Phase-Matching Bandwidth 

Direct Calculation 

While at most one frequency can be exactly phase-matched at anyone time, 
some nonlinear-optical processes are more forgiving about this condition than 
others. Since it'll tum out to be important in pulse measurement to achieve 
efficient SHG (or other nonlinear-optical process) for all frequencies in the 
pulse, phase-matching bandwidth is an important issue. Figures 3.17 a, b show 
the SHG efficiency vs. wavelength for two different crystals and for different 
incidence angles. Notice the huge variations in phase-matching efficiency for 
different crystal angles and thicknesses. 

We can easily calculate the range of frequencies that will be approximately 
phase-matched in, for example, SHG. Assuming that the SHG process is 
exactly phase-matched at the wavelength, AO, the phase-mismatch, Ilk, will 
be a function of wavelength: 

Ilk(A) = 2kl - k2 (3.46) 

Ilk(A) = 2 [2n n~A)] - [2n n~:22)] (3.47) 

4n 
!:l.k(A) = T [n(A) - n(A/2)] (3.48) 
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Fig. 3.17: (a) Phase-matching efficiency vs. wavelength for the nonlinear-optical crystal, 
beta-barium borate (BBO). Top left: a 10 11m thick crystal. Top right: a 100 11m thick crystal. 
Bottom: a 1000 11m thick crystal. These curves also take into account the w5 and L 2 factors 
in Eq. (3.25). While the curves are scaled in arbitrary units, the relative magnitudes can be 
compared among the three plots. (These curves do not, however, include the nonlinear suscepti­
bility, X (2) , so comparison of the efficiency curves in Figs. 3.17 a and b requires inclusion ofthis 
factor.) (b) Same as Fig. 3.17a, except for the nonlinear-optical crystal, potassium di-hydrogen 
phosphate (KDP). Top left: a 10 11m thick crystal. Top right: a 100 11m thick crystal. Bottom: 
a 1000 11m thick crystal. The curves for the thin crystal don't fall to zero at long wavelengths 
because KDP simultaneously phase-matches for two wavelengths, that shown and a longer 
(IR) wavelength, whose phase-matching ranges begin to overlap when the crystal is thin. 
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Expanding 1/)... and the material dispersion to first order in the wavelength, 

!:J.k(8A) = - 1 - - n()...o) + 0)... n ()...o) - n()...0/2) - -n ()...0/2) 4;r [ 0)...] [ , 0)... , ] 
~ ~ 2 

(3.49) 
where 8A = )... - )...0, n'()...) = dn/d)... and we have taken into account the 
fact that, when the input wavelength changes by 8)"" the second-harmonic 
wavelength changes by only 0).../2. 

Recalling that the process is phase-matched for the input wavelength, )...0, 

we note that n()...0/2) - n()...o) = 0, and we can simplify this expression: 

!:J.k(8)"') = - 8A n ()...o) - -n ()...0/2) 4;r [, 8)", , ] 
)...0 2 

(3.50) 

where we have neglected second-order terms. 
The sinc2 curve will decrease by a factor of 2 when !:J.k L/2 = ±1.39. So 

solving for the wavelength range that yields I !:J.k I < 2.78/ L, we find that the 
phase-matching bandwidth 8)...FWHM will be: 

8)... _ 0.44 )...0/ L 
FWHM - -In-' (-)...-o)------:!-n-' (-)...0-/-2-) I (3.51) 

Notice that O)...FWHM is inversely proportional to the thickness of the nonlinear 
medium. Thus, in order to increase the phase-matching bandwidth, we must 
use a medium with dispersion such that n'()...o) - !n'()...0/2) ~ 0, or more 
commonly decrease the medium's thickness (see Fig. 3.18). 

Finally, note the factor of 112 multiplying the second-harmonic refractive 
index derivative in Eq. (3.51). This factor does not appear in results appearing 
in some journal articles. These articles use a different derivative definition for 
the second harmonic [that is, dn/d()"'/2)] because the second harmonic neces­
sarily varies by only one half as much as the fundamental wavelength. We, on 
the other hand, have used the same definition-the standard one, dn / d)...-for 
both derivatives, which, we think, is less confusing, but it yields the factor 

0~~~~~--~-9-=--=-=-T=~ 

500 600 700 800 900 1000 
Wavelength (nm) Wavelength (nm) 

Fig. 3.18: Phase matching bandwidth vs. wavelength for BBO (left) and KDP (right). 
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of 112. It's easy to see that the factor of 112 is correct: assuming that the 
process is phase-matched at AO, maintaining a phase-matched process [i.e., 
n(A/2) = n(A)] requires that the variation in refractive index per unit wave­
length near Ao/2 be twice as great as that near AO, since the second harmonic 
wavelength only changes only half as fast as the fundamental wavelength. 

Group-velocity Mismatch 

There is an alternative approach for calculating the phase-matching band­
width, which seems like a completely different effect until you realize that 
you get the same answer, and that it's just a time-domain approach, while the 
previous approach was in the frequency domain. Consider that the pulse enter­
ing the SHG crystal and the SH it creates may have the same phase velocities 
(they're phase-matched), but they could have different group velocities. This 
is called group-velocity mismatch (GVM). If so, then the two pulses could 
cease to overlap after propagating some distance into the crystal; in this case, 
the efficiency will be reduced because SH light created at the back of the 
crystal will not coherently combine with SH light created in the front. This 
effect is illustrated in Fig. 3.19. 

We can calculate the bandwidth of the light created when significant GYM 
occurs. Assuming that a very short pulse enters the crystal, the length of the 
SH pulse, 8t, will be detennined by the difference in light-travel times through 
the crystal: 

L L 
8t = - -- = L GYM 

vg(Ao/2) Vg(AO) 
(3.52) 

where GYM == 1/vg(Ao/2) - l/vg(Ao). This expression can be rewritten 
using expressions for the group velocity: 

cO/n(A) 
v g (A) = -} ---(A-/'---n-(A-) )-n '-(A-) (3.53) 

As the pulse just as pulse enters crystal tt Second harmonic created 

enters the crys~ (overlaps the input pulse) 

Crystal 

As the pulse ~hind Input pulse due to GVM [= Second harmonic pulse lags 

leaves the crystal : _ 

Fig. 3.19: Group-velocity mismatch. The pulse entering the crystal creates SH at the entrance, 
but this light travels at a different group velocity from that of the fundamental light, and light 
created at the exit does not coherently add to it. 
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Substituting for the group velocities in Eq. (3.52), we find: 

8t = Ln(AO/2) [1 _ Ao/2 n' (Ao /2)] _ Ln(AO) [1 - ~n' (AO)] 
Co n(Ao/2) Co n(AO) 

(3.54) 
Now, recall that we wouldn't doing this calculation for a process that wasn't 
phase-matched, so we can take advantage of the fact that n(Ao/2) = n(AO). 
Things then simplify considerably: 

LAO [ , 1, ] 8t = - n (AO) - -n (Ao/2) 
Co 2 

(3.55) 

Take the second-harmonic pulse to have a Gaussian intensity, for 
which ot OV = 0.44. Rewriting in terms of the wavelength, ot OA = 
ot ov [dvldA]-1 = 0.44 [dvldA]-1 = 0.44A2Ico, where we've neglected 
the minus sign since we're computing the bandwidth, which is inherently 
positive. So the bandwidth is: 

0.44 AolL 
OAFWHM ~ I 

In' (AO) - zn' (Ao/2) I 
(3.56) 

Note that the bandwidth calculated from GVM considerations precisely 
matches that calculated from phase-matching bandwidth considerations. 

Phase-matching Bandwidth Conclusions 

As we mentioned, in pulse-measurement devices, it's important to achieve 
efficient (or at least uniform) phase-matching for the entire bandwidth of the 
pulse. Since ultrashort laser pulses can have extremely large bandwidths (a 
10 fs pulse at 800 nm has a bandwidth of over a hundred nm), it'll be necessary 
to use extremely thin SHG crystals. Crystals as thin as 5 I-lm have been used 
to measure few-fs pulses. 

But also recall that the intensity of the phase-matched SH produced is 
proportional to L 2. So a very thin crystal yields very little signal intensity. 
Thus there is a nasty trade-off between efficiency and bandwidth. Fortunately, 
we can usually find a compromise-of just enough bandwidth and efficiency 
simultaneously. But, as with most compromises, we're not happy about it. 
As a result, we've spent much time thinking of tricks to beat this trade-off. 
Chapters 11 and 17 will discuss two different approaches. 

Nonlinear-Optical Strengths 

Just how strong are nonlinear-optical effects? Clearly they're not so strong 
that sunlight, even on the brightest day, efficiently produces enough of them 
for us to see. Of course, phase-matching also isn't happening. 
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Anyway, what sort of laser intensities are necessary to see these effects? 
We start with Eq. (3.36), which can be rewritten (with Wo = 2w) in the fonn: 

Zw . 2f.LOW2 L . . 
E (L, t) = -1 k P exp(lb.kL/2) smc(b.kL/2) (3.57) 

where P = tcox(2)(EW)2. Then, we relate intensity to electric field strength 

through I = (n/21]0)IEI 2, where 1]0 = Jf.Lo/co. With these, we re-write 
Eq. (3.57) in tenns of intensities to find: 

n w2(X (2»)2(IW)2 L 2 
IZw = ·,0 2 3 sinc2(b.kL/2) 

2co n 
(3.58) 

Next, suppose we consider the best case, in which the process is phase­
matched (sinc2(0) = 1) and re-write Eq. (3.58) in tenns of a SHG efficiency: 

12w 21]ow2d2 I W L 2 

Iw co2n3 
(3.59) 

where we define the d-coefficient as d = t X (2). d is what we usually find 
quoted in handbooks. It will depend not only on the material, but also on the 
field configuration-how the fields are polarized with respect to the crystal 
orientation. Again, we refer you to a more detailed treatment of nonlinear 
optics to fully understand these issues. Our concern now is just to get some feel 
for the numbers involved and what we can hope to achieve in SHG efficiency 
in the lab. As a quick calculation, suppose we use beta-barium borate (BBO) 
as our nonlinear crystal, in which d ~ 2 X 10- 12 m/V, and where n ~ 1.6 
(note that we can get away with approximate values for n when it appears in 
an amplitude calculation, but we must have very accurate values for n when 
computing phase-or phase mismatch). If we wish to frequency-double an 
input beam of wavelength, A = 0.8!-Lm, we find from Eq. (3.59): 

(3.60) 

where I is in W /m2 and L is in m. 
From the small coefficient in front, some pretty high intensities are needed 

for modest crystal lengths in order to get anything in the way of a decent 
efficiency! Suppose we consider an ultrafast laser. Basically, if you have an 
un amplified Ti : Sapphire laser, which produces nanojoule (nl) pulses, lOafs 
long, you have pulses with intensities on the order of 1014 W / m2 (when focus­
ing to a about a IO!-Lm spot diameter). Butof course when focusing this tightly, 
the beam doesn't stay focused for long, which limits the crystal length we can 
use. Additionally, because ultrashort pulses are broadband, the requirement 
of phase matching the entire bandwidth limits the SHG crystal thickness to 
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considerably less than 1 mm, and usually less than 100 \-Lm. Choosing a crys­
tal length of 100 \-Lm, and using the other numbers, we would achieve an 
efficiency of about 5%. This again is best-case for this configuration because 
1) the beam does not stay focused to its minimum size throughout the entire 
length (as the above calculation assumes), and 2) d is reduced somewhat 
below its maximum value; this is because the fields are not necessarily at the 
best orientation within the crystal to most effectively excite the anharmonic 
oscillators. Phase matching decides the field orientation, and the price is paid 
through a slightly reduced nonlinear coefficient (known as deff). So we end up 
trying to optimize all of these parameters until we're satisfied with the SHG 
power we are getting. Then we stop. 

This brings us to X (3). To get an idea of its order of magnitude for non­
resonant materials, consider glass. Single mode optical fibers, made of glass, 
guide light with a cross-sectional beam diameter of slightly less than 10 \-Lm. 
So we can achieve similar intensities that we saw before in our SHG example, 
but over much longer distances. In silica glass, X (3) ~ 2.4 x 10-22 m2 I V 2. 

One can make a comparison to a second order process by calculating the 
second and third order polarizations that result at a given light intensity. In 
our 100 fs 1 nJ pulse, focused to 10 \-Lm diameter, the field strength is E ~ 
2.5 X 108 V 1m. Then X(3) E ~ 6 X 10-14 m/V. Compare this to X (2) = 2d ~ 
4 x 10-12 m/V for BBO. From here, the nonlinear polarizations for both 
processes are found by multiplying these results by the light intensity. As this 
example demonstrates, third-order processes in non-resonant materials are 
substantially weaker than second order processes. But this can be made up for 
sometimes by (1) tuning the frequency of one or more of the interacting waves 
near a material resonance (but at some cost in higher losses for those waves 
that are near resonance), or (2) taking advantage of long interactions lengths 
that may be possible in phase-matched situations (such as in optical fibers). 
Turning up the intensity will also help. Microjoule pulses can yield more than 
adequate signal energies from most of the third order nonlinear optical effects 
mentioned in this chapter. Third order bulk media typically used are fused 
silica and any glass for the various induced grating effects. 

The above illustrations assumed 100 fs pulse intensities on the order of 
1012 W Icm2 • However, with the less tight focusing that's practical in the lab, 
intensities more like 109 W Icm2 are typically available. While this seems 
high, it's only enough to create barely detectable amounts of second harmonic. 
How about performing third-order nonlinear optics with such pulses? You can 
just barely do this in some cases, and it's a struggle. It's better to have a stage of 
amplification, especially from a regenerative amplifier ("regen"). Microjoule 
pulses can yield more than adequate signal energies from most of the third­
order nonlinear-optical effects mentioned in this chapter. Third-order media 
typically used are fused silica and any glass for the various induced-grating 
effects. These media are actually not known for their high nonlinearities, but 
they are optically very clean and hence are the media of choice for pulse 
measurement applications. 
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Nonlinear Optics in 25 Words or Less 

Okay, that was a lot to digest. So what's the minimum you need to know 
to understand the basic ideas of ultrashort-pulse measurement? Not much 
actually. For the next few chapters, we'll assume perfectly phase-matched 
interactions, and we won't worry about multiplicative constants, so all you 
need to remember is that the electric field of the nonlinear-optically generated 
light wave in this case is given by: 

Esig(t) ex P (3.61) 

which is a simplified version ofEq. (3.28), and we're referring to the generated 
wave as the signal field, Esig(t). Also, for pulse-measurement applications, 
we'll typically be splitting a pulse into two using a beam-splitter (usually a 
50%-refiecting mirror) and performing nonlinear optics with the pulse, E(t) 
and another delayed version of itself, E (t - r), where r is the relative delay 
between the two pulses. For the various processes we've considered so far, 
the generated field will be: 

{ 

E(t) E(t - r) 

E(t) IE(t - r)1 2 

Esig(t, r) ex E(t)2 E*(t _ r) 

E(t)2 E(t - r) 

for SHG 
forPG 

forSD 
forTHG 

(3.62) 

where we've included the delay in the functional dependence of the signal 
field. Finally, because we'll be mainly interested only in the pulse shape, we'll 
often neglect proportionality constants and just write, for example, E(t) = 
E(t) E(t - r) for SHG. 

That's all you really need to know. But you may still wish to read more on 
this fascinating subject, so here's a list of relevant books. 
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4. The Autocorrelation, the Spectrum, 
and Phase Retrieval 

Rick Trebino and Erik Zeek 

Time- and Frequency-Domain Measurements 

If, to measure a pulse, it's sufficient to measure its intensity and phase 
in either the time or frequency domains, then it's natural to ask just what 
measurements can, in fact, be made in each of these domains. And the answer, 
until recently, was the autocorrelation and spectrum. 

The frequency domain is the domain of the spectrometer and, of course, 
what the spectrometer measures is the spectrum. Indeed the typical off-the­
shelf spectrometer is sufficient to measure all the spectral structure and extent 
of most ultrashort pulses in the visible and near-infrared. Fourier-transform 
spectrometers do so for mid-infrared pulses. And interferometers are available 
when higher resolution is desired. 

Unfortunately, it hasn't been possible to measure the spectral phase. Com­
plex schemes were proposed that yielded the spectral phase over a small 
spectral range or with only limited accuracy. But these schemes lacked 
generality, were inaccurate, and did not prove practical. 

Later, when we describe the FROG technique, we'll show how to obtain the 
spectral phase, but it won't be a frequency-domain measurement. As a result, 
the only frequency-domain information available for a pulse was its spectrum. 

How about the time domain? The main device available for characterization 
of an ultrashort pulse in the time domain has been the intensity autocorrelator, 
which attempts (but fails) to measure the intensity vs. time [1-3]. Since no 
shorter event is available, the autocorrelator uses the pulse to measure itself. 
Obviously, this isn't sufficient, and a smeared-out version ofthe pulse results. 
Thus, in the time domain, it has not been possible to measure either the 
intensity, let), orthe phase, ¢(t). 

We nevertheless should examine these measures, partly for historical 
reasons, but also because FROG is based on them. What's more, they're inter­
esting, and, even if you're an experienced ultrafast optics researcher, you may 
be pleasantly surprised by some of the ideas in the remainder of this chapter. 

The Frequency Domain: the Spectrum 

Measuring the Spectrum 

As we mentioned, in the frequency domain, it is generally fairly easy to 
measure the pulse spectrum, S (w). Spectrometers and interferometers perform 
this task admirably and are readily available. The most common spectrometer 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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Fig. 4.1: Experimental "Czemy-Tumer" layout for a diffraction-grating spectrometer. Addi­
tional optics can be added to this device to make it an "imaging spectrometer," which yields 
the same spectrum for all entrance positions along the entrance slit. 
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Fig. 4.2: Experimental layout for a Fourier-transform spectrometer. 

involves diffracting a collimated beam off a diffraction grating and focusing 
it onto a camera. See Fig. 4.1. 

Fourier-transform spectrometers (Fig. 4.2) operate in the time domain and 
measure the transmitted integrated intensity from a Michelson interferometer, 
which is often called the light's second-order coherence function: 

r(2)(r) = i: E(t) E*(t - r) dt (4.1) 

neglecting constant terms. This quantity is also called the field autocorrelation 
and the interferogram. Its Fourier transform is simply the spectrum, a result 
known as the Autocorrelation Theorem: 

(4.2) 

Thus, all spectrometers, whether diffraction-grating or Fourier-transform 
devices, yield the spectrum. 
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The Spectrum and One-Dimensional Phase Retrieval 

So it would seem that, if ever there were a situation that was clear-cut, 
this is it. The spectrum tells us the spectrum, and that's it. Nothing more and 
nothing less. What more is there to say? 

It's actually more interesting than you might think to ask what information is 
in fact available from the spectrum. Obviously, if we have only the spectrum, 
what we lack is precisely the spectral phase. Sounds simple enough. Why 
belabor this point? 

Here's why: what if we have some additional information, such as the 
knowledge that we're measuring a pulse? What if we know that the pulse 
intensity vs. time is definitely zero outside a finite range of times? Or at least 
asymptotes quickly to zero as t ----* oo? This is not a great deal of additional 
information, but it is interesting to ask how much this additional information 
allows us to limit the possible pulses that correspond to a given spectrum. 

Whatever the additional information, this class of problems is called the 
one-dimensional phase-retrieval problem for the obvious reason that we have 
the spectral magnitude and we are trying to retrieve the spectral phase using 
this additional information. 

It is bad news. 
In general, as you probably suspect, the one-dimensional phase-retrieval 

problem is unsolvable in almost all cases of practical interest, even when 
the above information is included. There are simply many (usually infinitely 
many) pulses that correspond to a given spectrum and that satisfy additional 
constraints such as those mentioned above. 

First, there are obvious ambiguities [4]. Clearly, if the complex amplitude 
E(t) has a given spectrum, then adding a phase shift, yielding E(t) exp(ic/>o), 
also yields the same spectrum. So does a translation, E (t - to). Not to mention 
the complex-conjugated mirror image, E*( -t), which also corresponds to a 
time reversal. 

Table 4.1: "Trivial ambiguities" in phase retrieval, 
that is, functions with the same Fourier-transform 
magnitude as E(t). These ambiguities affect 
phase-retrieval problems in all dimensions, that is, 
whether it's a one-dimensional parameter or a 
multi-dimensional quantity. But we try not to let 
them bother us. 

Function 

E (t) exp(iQ>o) 
E(t - to) 
£*( -t) 

Type of ambiguity 

Absolute-phase shift 
Translation 
Time-reversal 
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This last observation, that E*( -t), which has intensity, I (-t), and phase, 
-<p( -t), corresponds to time reversal, is an important fact, so let's check it. 
Recall that the real electric field is given by: 

8(t) = ~jI(i) exp{i[w t - <p(t)]} + ~jI(i) exp{ -i[w t - <p(t)]} (4.3) 

where we've written out the complex conjugate. If we replace the intensity 
and phase with these new quantities, we have a new field, which we'll call 
8' (t): 

8'(t) = ~J I (-t) exp{i[w t + <p( -t)]} + ~J l( -t) exp{ -i[w t + <p( -t)]} 
(4.4) 

We can rewrite 8'(t), simply rearranging minus signs: 

8' (t) = ~J I (-t)exp{ -i[w( -t)-<p( -t)]}+4J I (-t)exp{i[w( -t)-<p( -t)]} 
(4.5) 

which, referring back to Eq. (4.3) and commuting its two terms, is precisely 
8( -t). 

Okay, so there are some obvious or trivial ambiguities (as they are often 
called). But what if we can live with them? Indeed, most people can live with 
them, hence the name. Are there other ambiguities? 

Unfortunately, yes. In two classic papers written in 1956 and 1957, 
E. J. Akutowicz showed that knowledge of the spectrum in conjunction with 
the additional knowledge that E (t) is of finite duration-often called finite 
support-is still insufficient to uniquely determine E(t) [5,6]. Indeed, he 
showed that infinitely many pulse fields satisfy these constraints. And he 
showed how to construct them. You simply multiply the spectral field by 
"Blaschke products" of the form: 

N 
w-w* 

B(w) = n m 
m=l W - Wm 

(4.6) 

where the set of wm's are complex zeros of the analytic continuation of the 
spectrum (i.e., when w is considered to be complex). Since Blaschke products 
clearly have unity modulus (when w is real), they leave the spectrum intact. 
And Akutowicz also showed that the above values of Wm leave the pulse 
with finite duration. And most functions of interest have many such complex 
zeroes. 

Of course, in the ultrashort-laser-pulse-measurement problem, we cannot 
restrict our attention to finite-duration pulses. Indeed, most pulse shapes of 
interest are not finite in duration and instead merely asymptote to zero (such 
as a Gaussian or sech2). You might argue that this issue is merely an academic 
question, but forcing the pulse to have truly finite support then forces the 
spectrum to have infinite support. So which assumption is easier to live with, 
an infinite-support pulse in the time domain or an infinite-support pulse in the 
frequency domain? Let's just agree to live with both. 
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When the pulse has potentially infinite support, not only can the wm's take 
on any value with nonzero imaginary part, but essentially any phase function 
can multiply E(w) and still yield the same spectrum. 

So the number of ambiguities associated with the measurement of only the 
pulse spectrum is downright humongous. For example, a Gaussian spectrum 
can have any linear chirp parameter, and so can correspond to an intensity vs. 
time that is also Gaussian, but with any pulse width. And of course, it can have 
any higher-order phase distortion, as well. The number of possible pulses that 
correspond to a given spectrum isn't just infinity; it's a higher-order infinity. 

The Time Domain: The Intensity Autocorrelation 

Measuring the Intensity Autocorrelation 

The intensity autocorrelation, A (2) (T), is an attempt to measure the pulse's 
intensity vs. time. It's what results when a pulse is used to measure itself 
in the time domain [7-15]. It involves splitting the pulse into two, variably 
delaying one with respect to the other, and spatially overlapping the two 
pulses in some instantaneously responding nonlinear-optical medium, such 
as a second-harmonie-generation (SHG) crystal (See Fig. 4.3). A SHG crystal 
will produce light at twice the frequency of input light with a field that is 
given by: 

E~~G(t, T) ex E(t)E(t - T) (4.7) 

where T is the delay. This field has an intensity that's proportional to the 
product of the intensities of the two input pulses: 

(4.8) 

Pulse to be 
mea< 

+ 

SHG 
crystal Detector 

...... · .. ·O .. t~) .. {P 

Fig. 4.3: Experimental layout for an intensity autocorrelator using second-harmonic genera­
tion. A pulse is split into two, one is variably delayed with respect to the other, and the two 
pulses are overlapped in an SHG crystal. The SHG pulse energy is measured vs. delay, yield­
ing the autocorrelation trace. Other effects, such as two-photon fluorescence and two-photon 
absorption can also yield the autocorrelation, using similar beam geometries [2,11,13,14]. 
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Since detectors (even streak cameras) are too slow to time resolve Is~~G(t, r), 
this measurement produces the time integral: 

A(2)(r) = i: l(t)l(t - r)dt (4.9) 

Equation (4.9) is the definition of the intensity autocorrelation, or, for 
short, simply the autocorrelation. It's different from the field autocorrelation 
(Eq. (4.1)), which provides only the information contained in the spectrum. 

It is clear that an (intensity) autocorrelation yields some measure of the 
pulse length because no second harmonic intensity will result if the pulses 
don't overlap in time; thus, a relative delay of one pulse length will typically 
reduce the SHG intensity by about a factor of two. 

Figure 4.4 shows some pulses and their intensity autocorrelations. 
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Fig. 4.4: Examples of theoretical pulse intensities and their intensity autocorrelations. Left: 
Intensities vs. time. Right: The intensity autocorrelation corresponding to the pulse intensity to 
its left. Top row: A lO-fs Gaussian intensity. Middle row: A 7-fs sech2 intensity. Bottom row: 
A pulse whose intensity results from 3rd-order spectral phase. Note that the autocorrelation 
loses details of the pulse, and, as a result, all of these pulses have similar autocorrelations. 
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The Autocorrelation and One-Dimensional Phase Retrieval 

The autocorrelation always has its maximum at r = 0, which occurs 
because you can never have a larger area than when the two factors in the 
integrand overlap perfectly. In addition, the autocorrelation is always sym­
metrical, a fact that is easy to prove by changing variables in Eq. (4.9) from t 
to t - r, yielding: 

A (2) (r) = i: I (t + r) I (t) dt (4.10) 

which (when you commute the factors in the integrand) is just the expression 
for the autocorrelation but with r replaced by - r, which means that A (2) (r) = 
A (2) ( - r). As a result, the autocorrelation cannot distinguish a pulse from its 
mIrror Image. 

We can learn more about the autocorrelation by applying the Autocorrela­
tion Theorem to it: 

(4.11 ) 

where i (w) is the Fourier Transform of the intensity vs. time (note that it's not 
the spectrum, S (w». In words, the Fourier transform of the autocorrelation is 
the mag-squared Fourier transform of the intensity. 

This result is interesting because it says that the Fourier transform of the 
autocorrelation, A(2)(w), is not only real, but also non-negative. That A(2)(w) 

is real is easy to see: A (2)(w) is symmetrical, so the i sin(wt) term in the Fourier 
transform is an integral of an odd function over a symmetrical interval, and 
hence zero. That A(2)(w) is non-negative for all values of w is not so obvious 
and is due to the highly centrally peaked nature of A (2) (t) and its tendency to 
wash out oscillatory structure. 

Now you're probably wondering whether, except for the ambiguity in the 
direction of time, it's possible to uniquely determine the intensity, I (t), from 
A (2)(t), or, equivalently, from its Fourier transform, A(2)(w). From Eq. (4.11), 
we see that A(2)(w) is the squared magnitude of the Fourier transform of I (t). 
In other words, if we know the autocorrelation of an intensity, we have the 
magnitude, but not the phase of the Fourier transform of the quantity we wish 
to find, I(t). 

If this sounds familiar, it should. It's another one-dimensional phase­
retrieval problem! 

Immediately, we conclude that autocorrelation can suffer from the trivial 
ambiguities: absolute-phase shift, translation, and time reversal. However, an 
absolute phase shift violates the reality constraint, so it can be rejected. And 
we really don't care about a translation in time. The time-reversal ambiguity 
is important, but we already know about it, and we decided we can live with 
it. So the trivial ambiguities aren't a big problem in autocorrelation. 
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But when we tried to extract the spectral phase from the spectrum, 
we found that that one-dimensional phase-retrieval problem was plagued 
with ambiguities. So is extracting the intensity from the autocorrelation as 
hopeless? 

Actually, there are good reasons to believe not. This one-dimensional phase­
retrieval problem is different. When we dealt with the spectrum, we were 
trying to obtain the complete pulse field from the spectrum, and we had 
little or no additional information. Now, we're not quite as ambitious: we're 
only trying to find the intensity, I (t), not the entire field. And we're better 
prepared this time: we know I (t) to be both real and non-negative. So, in 
addition to having a more modest goal, we're now also in a stronger position: 
we have some fairly serious constraints. Maybe we'll have to take back all 
those nasty things we said earlier about the one-dimensional phase-retrieval 
problem. 

So does the intensity autocorrelation uniquely yield the intensity? 

Autocorrelation Ambiguities 

No. While Akutowicz never explicitly considered the non-negatIvIty 
constraint, he gave a nice example of a simple function that's not only non­
negative, but also causal (is zero for negative times), and which has an infinite 
number of ambiguities [5]. Suppose that the pulse intensity is a decaying 
exponential: 

I(t) = {exP(-f3 t ) if t::: 0 
o ift<O 

(4.12) 

where f3 > O. It's then easy to construct ambiguous intensities, I' (t), 
that remain not only non-negative, but also causal! Not surprisingly, this 
construction involves Blaschke products: 

- w + a - if3 w - a - if3 -
I'(w) = I(w) 

w + a + if3 w - a + if3 
(4.13) 

but, because we don't have finite support, a + if3 need not be a complex zero 
of the analytical continuation of j (w). On the other hand, the non-negativity 
constraint will require instead that 14f3jal < 1. 

Inverse-Fourier-transforming l' (w) yields: 

I'(t) = I(t) - 4f31t cos[a(t - u)]exp[-f3(t - u)]I(u)du 

4f32 1t + - sin[a(t - u)] exp[ -f3(t - u)]I (u) du 
a 0 

(4.14) 
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for t ~ O. Performing the integrals yields: 

{ [ 4f3 ] 4f32 } l'(t) = exp(-f3t) 1- -;; sin(at) + a 2 [1 - cos(at)] (4.15) 

So a decaying exponential has the same autocorrelation as infinitely many 
different decaying sinusoids! Figure 4.5 shows some of these functions. 

Okay, so the intensity autocorrelation doesn't uniquely yield the intensity, 
and there are some dramatic examples of ambiguities. But are there just a 
few isolated cases of two or more intensities having the same intensity auto­
correlation? Perhaps an infinite number of intensities have autocorrelations 
with ambiguities. But do they represent only a small fraction of all pos­
sible intensity autocorrelations? We must also ask whether the ambiguous 
autocorrelations are distributed in function space in such a way that a mea­
sured autocorrelation is always within experimental error of one. If that is 
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Fig.4.5: Various intensities (top two rows) given by Eq. (4.15) that all have the same intensity 
autocorrelation (bottom row). Top left: ex = 00 fs- I (a decaying exponential); Top right: 
ex = 1.6 fs- I ; Second row left: ex = 0.8 fs- I ; Second row right: ex = 0.4 fs- I , In all figures, 
f3 = 0.1 fS-I. This autocorrelation is in fact very similar to numerous published ultrashort laser 
pulse autocorrelations. See, for example, ref [16]. 
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the case, then, even if a measured autocorrelation may uniquely indicate an 
intensity, the measured autocorrelation is within experimental error of one 
of the ambiguous autocorrelations, which then yields an ambiguity in the 
intensity, which cannot be ruled out. A related question is whether there are 
approximate ambiguities, that is, very different intensities that yield almost 
the same autocorrelations, and hence cannot be distinguished in the presence 
of experimental error. Finally, in the worst case, perhaps every autocorre­
lation corresponds to many intensities, or even infinitely many intensities. 
Unfortunately, these questions don't appear to be resolved at this time. The 
non-negativity constraint has proven difficult to include. 

We can resolve this issue in a practical manner, however, by writing a 
simple computer program that looks for intensities that yield a given auto­
correlation. We've done so and have found that, although it occasionally 
stagnated (which could mean that the autocorrelation uniquely yielded the 
intensity in that case but, more likely, that the algorithm simply wasn't pow­
erful enough), our program nearly always finds two or more intensities for a 
given autocorrelation. Figure 4.6 gives examples of different pulse intensities 
that have the same autocorrelation to within a rather small rms error (.001). 
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Fig. 4.6: (a) Left: Two pulse intensities that yield numerically equivalent autocorrelations. 
Right: Their intensity autocorrelation. Both scales are in arbitrary units. (b) Left: Two addi­
tional pulse intensities that yield numerically equivalent autocorrelations. Right: Their intensity 
autocorrelation. In this case, despite their structured shapes, the intensity autocorrelations of 
these pulses never vary by more than the thickness of the above curve from a Gaussian. 



The Autocorrelation, the Spectrum, and Phase Retrieval 71 

And we conclude that, while it's possible that these ambiguities are merely 
approximate, it's sufficient for all practical measurement purposes to consider 
them as ambiguities. 

We conclude from these simulations that, in addition to the direction­
of-time ambiguity for all autocorrelations, at least some (and probably 
most) autocorrelations have exact ambiguities. And most (and probably all) 
autocorrelations have approximate ambiguities that are experimentally indis­
tinguishable. Thus, even if a particular autocorrelation uniquely determined 
a pulse, a tiny amount of noise in the measurement of that autocorrelation 
would be almost certain to make it consistent with the autocorrelations of 
other pulses. Finally, the ambiguous intensities can be quite different. 

Autocorrelations of Complex Pulses 

Nowhere does the lack of power of the autocorrelation to reveal structure 
in a pulse reveal itself more than in the measurement of complicated pulses, 
where, unfortunately, there happens to be a great deal of structure waiting to 
be revealed. In fact, for complex pulses, it can be shown that, as the intensity 
increases in complexity, the autocorrelation actually becomes simpler and 
approaches a simple shape of a narrow spike on a pedestal, independent of 
the intensity structure [17]. 

To see this remarkable fact, we model a complicated pulse field as E(t) = 
J Ienv (t) Unoise (t), that is, the product of complex random noise with unity mean 
and variance, Unoise(t), and a slowly varying intensity envelope, J1env(t). The 
time scale of the rapid variations in the intensity and phase of the random 
noise is assumed to be much smaller than the width of the envelope. Using 
higher-order coherence functions, it can be shown that, for a wide range of 
random-noise models, the autocorrelation of such a pulse can be written: 

(4.16) 

where r (2) ( r) is the second-order coherence function of the noise. The width 
of 1f(2)(r)f is the pulse coherence time, re, a measure of the width of the 
finest structure in the noise (and in the pulse intensity, too). For complex 
pulses, re is much less than the pulse length. The second term in Eq. (4.16) is 
the autocorrelation of the slowly varying intensity envelope, whose width is 
roughly the width of the actual pulse. While the details of this calculation are 
beyond the scope of this book, we should also mention that the two terms in 
Eq. (4.16) have equal height at r = O. 

This will produce a trace that contains two components, a narrow central 
spike (the first term), called the coherence spike or coherence artifact of 
approximate width re , sitting on top of a broad pedestal or wings (the second 
term) of the approximate width of the envelope rp. 



72 Rick Trebino and Erik Zeek 

Interestingly, this autocorrelation trace simultaneously yields measures of 
both the pulse spectrum and autocorrelation. Unfortunately, that's all it yields. 
It says nothing of the intensity structure due to Unoise (t). 

So autocorrelations of most complex intensities approach a shape that 
depends only on the pulse spectrum and the slowly varying, average intensity 
envelope. The autocorrelation thus yields no information on the structure of 
the pulse intensity. Figure 4.7 shows examples of autocorrelations of complex 
pulse intensities. Notice that the autocorrelation approaches the above simple 
form as the pulse complexity increases. 

That the autocorrelation doesn't uniquely yield the intensity of complicated 
pulses is quite an understatement! 

Finally, we mentioned that the coherence spike is a measure of the pulse 
spectrum and the pedestal is a measure of the slowly varying intensity 
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Fig. 4.7: Complex intensities with Gaussian slowly varying envelopes with increasing amounts 
of intensity structure (left) and their autocorrelations (right). As the pulse increases in 
complexity (from top to bottom), the autocorrelation approaches the simple coherence­
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increases in complexity. 
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envelope. And so you're probably wondering about the problem retrieving 
the spectrum and intensity envelope from the coherence spike and pedestal. 
Recall that the spectrum and r (2) ( r) are a Fourier transform pair. Because 
the coherence spike is the squared magnitude of r(2)(r), retrieving the 
spectrum from the coherence spike is equivalent to-you guessed it-the 
one-dimensional phase-retrieval problem! And the pedestal is the autocor­
relation of the intensity envelope, so it's also-you guessed it, too-the 
one-dimensional phase-retrieval problem! 

Autocorrelations of Noisy Pulse Trains 

Even simple pulses can yield autocorrelations of a coherence spike on a 
pedestal if the measurement averages over a noisy train of them, in which 
they vary [18]. Consider, for example, double pulses. Figure 4.8 shows some 
double pulses and their autocorrelations, which have three bumps (and, in 
general, 2N + I bumps for a series of N pulses). 
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Fig. 4.8: Examples of theoretical double-pulse intensities and their intensity autocorrelations. 
Left: Intensities vs. time. Right: The intensity autocorrelation corresponding to the intensity 
to its left. Top row: Two pulses (lOfs Gaussians) separated by four pulse lengths. Second row: 
The same two pulses separated by eight pulse lengths. Third row: A train of double pulses with 
varying separation. A multi-shot autocorrelation measurement (third row, right) averages over 
many double-pulses. Note that the structure has washed out in the autocorrelation due to the 
averaging over many double pulses in the train, each with its own separation. The pulse length 
is better estimated by the width of the pedestal than by the width of the coherence spike. 
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Now, when a laser decides to double-pulse, it typically does so somewhat 
randomly. It'll often emit a train of double pulses with different, random 
separations for each double-pulse in the train. Since a typical ultrafast laser 
emits pulses at a very high repetition rate (100 MHz), and most autocorrelators 
are multi-shot devices anyway, the autocorrelator will necessarily average over 
the autocorrelations of many such pulses. 

This will also produce a trace that contains two components, a narrow 
central coherence spike sitting on top of a broad pedestal, whose height will 
typically be much less than the value of 112 we saw in the last section. Clearly 
the coherence spike is a rough measure of the individual pulses within the 
double-pulse, and the pedestal indicates the distribution of double-pulse sep­
arations. Again, while it would be tempting to try to derive the pulse length 
from the coherence spike--especially now that the pedestal seems so weak 
in comparison-the pulse length is related, not to the coherence spike, but 
to the pedestal. Even when the pedestal is weak, do not make the mistake of 
identifying the coherence spike as an indication of the pulse length! 

Now consider a related problem, a pulse whose intensity varies in a complex 
manner in space. Such a pulse should have a similar autocorrelation. Indeed, 
for pulses with almost any type of complication, the coherence-spike/pedestal 
shape isn't just a possible autocorrelation trace; it's practically the only one! 

So what do you do if you're measuring such an autocorrelation trace from 
your laser? Recognize that your laser is sick, but that this trace is to a laser as 
a cough is to a human-a cry for better diagnostics. 

Finally, you might be wondering how any technique can handle such com­
plex cases as an extremely complex pulse or a noisy train of pulses. These are 
very difficult measurement problems. But they're common, so it's important 
to address them. And we have. Chapter 17 will describe FROG measurements 
of extremely complex pulses with TBP > 1000-so complex that it's difficult 
even to simply plot them. And if that's not challenging enough, we'll measure 
a noisy train of them. 

The Autocorrelation and the rms Pulse Length 

Despite its shortcomings, the autocorrelation does give us some useful 
information about the pulse. And it also contains some surprising information 
you might not expect: it unambiguously yields the rms pulse length! No 
assumption of pulse shape is necessary. 

This result follows easily from a result well-known in probability theory, 
that, if h(t) = f(t) * get) (a convolution), then the rms widths of these 
functions are related simply by a Pythagorean sum [19]: 

(4.17) 

Now the autocorrelation is just the "autoconvolution," but with an argument 
reversed: A (2) (t) = I (t) * I (-t). Because reversing the time argument of a 
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function doesn't change its width, the autocorrelation width, (Tnns) A, will be: 

(Tnns)~ = 2( Tnns) 2 (4.18) 

Thus, the autocorrelation rms width is simply ,J2 times the rms pulse width, 
Tnns. So if all you need is the rms pulse length, you're done! 

The Autocorrelation and the FWHM Pulse Length 

Unfortunately, we're typically much more interested in the pulse FWHM 
than the rms. This is because the rms pulse length depends too sensitively on 
the details of the pulse intensity way out in the wings. 

Unfortunately, the autocorrelation isn't as informative in this case. To obtain 
as little information as the mere FWHM pulse length from the autocorrelation, 
a guess must be made as to the pulse shape. Once such a guess is made, it's 
possible to derive a multiplicative factor that relates the autocorrelation full­
width-half-maximum to that of the pulse I (t). Unfortunately, this factor varies 
significantly for different common pulse shapes. J.e. Diels and W. Rudolph 
give common simple pulse shapes with their autocorrelations in their book, 
Ultrashort Laser Pulse Phenomena [20]. Suffice it to say here that a Gaussian 
intensity yields an intensity autocorrelation that is ,J2 = 1.41 wider, and a 
sech2(t) intensity yields an autocorrelation that is 1.54 times wider. 

This lack of power on the part of the autocorrelation has resulted in an 
unfortunate temptation to choose an "optimistic" pulse shape, such a sech2(t), 
which yields a large multiplicative factor (1.54), rather than a "pessimistic" 
pulse shape, such as a Gaussian, which has a smaller factor (1.41), in order 
to obtain a shorter pulse length for a given measured autocon'elation width. 
Everyone likes to claim the shortest possible pulse. 

To see more quantitatively how accurately the autocorrelation determines 
the pulse length (see Fig. 4.9), Zeek measured real-world unamplified 
Ti:Sapphire laser pulses (using FROG) and computed their autocorrela­
tions. He then compared the autocorrelation widths (FWHM) and actual 
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Fig. 4.9: Real pulses from a Ti:Sapphire oscillator (some of which were shaped) and their 
autocorrelation factors. Left: Autocorrelation factor vs. pulse width. Note that the actual factor 
was as large as 3.2. Right: a histogram of the autocorrelation factors. 
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Fig. 4.10: Theoretical autocorrelation factors for non-ideal pulse shapes with various orders 
of spectral phase distortion for Gaussian (left) and sech2 (right) spectra. The actual correction 
factor is plotted against the resulting pulse width. 

widths (FWHM). He found that the autocorrelation factor varied consider­
ably. Interestingly, on no occasion did a Gaussian or sech2 shape intensity 
ever occur! 

In another study (see Fig. 4.10), Zeek compared simple theoretical 
pulses having low-order spectral-phase distortions with their autocorrelations. 
Again, the pulse and autocorrelation widths varied significantly. Interestingly, 
he found that the autocorrelation factor rarely exceeded 1.5, so using 1.54 
generally would have under-estimated the pulse length, in agreement with 
measurements reported by Penman, et al. [21]. 

In practice, most ultrashort pulses don't have simple intensity profiles. As 
a result, simply assuming a pulse shape and dividing the measured autocorre­
lation width by the corresponding factor is irresponsible unless you include a 
major disclaimer. 

So now, if you're at a conference talk and someone claims to determine a 
pulse length from an autocorrelation, we hope that you'll be quick to object. 
And if, in addition, the trace has wings, object lOUdly. 

The Third-Order Autocorrelation 

The inadequacies of the (second-order) intensity autocorrelation have not 
been lost on those who use it. As a result, several improvements have 
emerged over the years, and one simple advance is the third-order intensity 
autocorrelation, or just the third-order autocorrelation [22-26]. 

Third-Order Beam Geometries and Traces 

Suppose we could break the symmetry of the autocorrelation. Then we 
could, at the very least, remove the direction-of time ambiguity. One way to 
do this is to generate a third-order autocorrelation. This is accomplished by 
using an instantaneous third-order nonlinear-optical process, instead of SHG, 
which is a second-order one. 
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One such third-order autocorrelator uses the polarization-gate (PG) beam 
geometry, in which one pulse, polarized at 4SO, enters an ordinary piece of 
glass (or other instantaneous medium) and induces some birefringence while 
it's there. See Fig. 4.11. The glass then becomes a wave plate, but only while 
this pulse is present, when it'll slightly rotate the polarization of another beam 
if it's, say, vertically polarized. As a result, some of this second beam will 
pass through a polarization analyzer placed after the glass and set to reject 
vertically polarized light. Figs. 4.12 and 4.13 show two more third-order beam 
geometries. 

Pulse to be 
meas~ 

+ 
Wave plate 
yielding 45' 
polarization 

1 E"g<t:r) 

.~~.~ 
~""',II, ... -~ Detector 

Fig. 4.11: Experimental layout for a third-order intensity autocorrelator using polarization 
gating. A pulse is split into two, one (the "gate" pulse) has its polarization rotated by 4SO 
and is variably delayed, and the other (the "probe" pulse) passes through crossed polarizers. 
Then the two pulses are overlapped in a piece of glass. The 4SO -polarized gate pulse induces 
birefringence in the glass, which slightly rotates the polarization of the probe pulse causing it to 
leak through the polarizers if the pulses overlap in time. The leakage pulse energy is measured 
with respect to delay, producing the third-order autocorrelation trace. 
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Fig.4.12: Experimental layout for a third-order intensity autocorrelator using self-diffraction. 
The pulse is split into two, delayed, and recombined in a third-order nonlinear medium, as 
in the previous figure, but here, the pulses induce a grating in the glass, which diffracts one 
of the pulses into a new direction off to the side, at 2k I - kz. This also produces a third-order 
autocorrelation trace. 
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Fig. 4.13: Experimental layout for a third-order intensity autocorrelator using third-harmonic 
generation (THG). The pulse is split into two, delayed, and recombined in a third-order non­
linear medium, as in the previous figure, but here, the pulses yield the third harmonic. This 
also produces a third-order autocorrelation trace. 

A PO autocorrelator produces a field given by: 

E~(t, r) ex E(t)IE(t - r)1 2 (4.19) 

where E(t) is the vertically polarized pulse and E(t - r) is the delayed field 
of the 45° -polarized pulse. This yields a signal field with three factors of the 
field, hence the notion of third-order. It then yields a signal intensity that is 
proportional to three factors of the intensities of the two input pulses: 

J!~(t, r) ex J(t)J2(t - r) (4.20) 

Again, detectors are too slow to time resolve the rapidly varying intensity, 
J!~(t, r), so this measurement produces a measured quantity, which is the 

time integral of Jt;:(t, r): 

A(3)(r) = i: J(t)J2(t - r)dt (4.21) 

This result is the third-order autocorrelation. 
The other geometries yield different signal fields, but they all yield the same 

result. For example, self-diffraction (Fig. 4.12) has a signal field given by: 

E~~(t, r) ex E2(t)E*(t - r) (4.22) 

which has the signal pulse intensity: 

Js~~(t, r) ex J2(t)J(t - r) (4.23) 

And its integrated intensity is: 

A(3)(r) = i: J2(t)J(t - r) dt (4.24) 
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which, with a simple change of variables, t -+ t - r, yields the same result, 
except for a reflection about the vertical axis. 

Similarly, THG has a signal field: 

E~~G(t, r) ex E2(t)E(t - r) (4.25) 

which has the signal pulse intensity: 

(4.26) 

whose time-integral is also the third-order autocorrelation. 
Third-order autocorrelations have also been generated using other 

nonlinear-optical effects, such as three-photon fluorescence [24]. 
Because I (t) and I (t - r) enter into the third-order autocorrelation asym­

metrically (only one is squared), the change of variables, t to t - r, no longer 
yields A3( -r), as was the case for the second-order autocorrelation. So a 
third-order autocorrelation is symmetrical only if the intensity that produces 
it is. The asymmetry is not overwhelming, but it is often sufficient. Figure 4.14 
shows third-order autocorrelations of some of the same pulses for which we 
saw second-order autocorrelations in Fig. 4.4. 

Third-order nonlinearities are weaker than second-order ones and hence 
require more pulse energy and do not work well for unamplified pulses from 
typical ultrafast laser oscillators, but they are useful for amplified pulses and 
UV pulses (where SHG can't be performed), and will be even more useful 
when we discuss FROG in the next chapter. 

However, the important question for us here is: Does the third-order 
autocorrelation uniquely determine the pulse intensity? 

Third-Order Autocorrelations of Complicated Pulses 

That the answer to the above question is "no" is probably clear. But it also 
follows from the fact that the third-order autocorrelation of a complicated 
pulse is similar to the second-order autocorrelation of such a pulse: a coherence 
spike on top of a broad pedestal [17]. 

Slow Third-Order Autocorrelations of Complicated Pulses 

Now imagine creating a third-order autocorrelation in a very slowly 
responding nonlinear medium, a medium whose response time far exceeds 
the pulse length [27-29]. This violates the assumption we've been making 
throughout this chapter that an essentially instantaneously responding medium 
is necessary for an autocorrelation. Indeed, this is an attempt to measure an 
ultrafast event with an ultras low one. 

Consider an induced-grating process whose diffraction is the signal pulse in 
the third-order interaction. In a slowly responding medium, however, induced­
grating fringes have a tendency to wash out as the relative phase of the input 
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Fig. 4.14: Examples of third-order autocorrelations. Top row: A lO-fs Gaussian intensity. 
Second row: A 7-fs sech2 intensity. Third row: A pulse whose intensity results from 3rd-order 
spectral phase. Fourth row: A double pulse. Note that the third-order autocorrelation also masks 
structure in the pulse. But it will be slightly asymmetrical if the intensity is. 

beams varies and the intensity-fringes sweep back and forth due to pulse phase 
variations. So not only would it seem that use of a slow medium wouldn't 
yield ultrafast information, but, worse, its efficiency should be essentially 
zero, too (except when the delay is zero and the phase fluctuations from the 
two beams that induce them cancel out). Interestingly, neither is true [17]. 

Consider the same complicated-pulse model as before, consisting of the 
product of random field noise, Unoise(t), and a slowly varying intensity enve­
lope, Ienv(t). As before, the time scale of variations of the random noise is 
approximately the pulse coherence time, ie, which we assume to be much 
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smaller than the length of the envelope, whose pulse length is Tp. As with 
autocorrelations using instantaneous media, we find, for a wide range of 
noise models, that the third-order autocorrelation using a slowly responding 
medium can be written as a sum of two terms [17]: 

T 100 A(2)(T) ~ jr(2)(T)1 2 +..!.. lenv(t)/env(t - T)dt 
Tp -00 . 

(4.27) 

where r(2) (T) is the second-order coherence function of the random noise. 
Recall that the width of jr(2)(T)12 is the time scale of the fine-scale intensity 
structure and the pulse coherence time, Te. 

As before, we find that the measured autocorrelation is the sum of a narrow 
coherence spike, jr(2)(T)12, and the autocorrelation of the slowly varying 
intensity envelope. In this case, however, the pedestal is much smaller: the 
ratio of the pedestal to the coherence function is Te/Tp, which is much less 
than one. But it isn't zero. It does go to zero in the limit of an infinitely long 
pulse, when the grating fringes cancel out perfectly, but it isn't zero for a pulse 
because the induced grating doesn't actually cancel out completely in a finite 
time, Tp. 

Thus, we find, surprisingly, that a (third-order) autocorrelation trace gen­
erated using a slowly responding medium yields both a measure of the pulse 
spectrum and the pulse autocorrelation in one trace. 

But again, that's all it yields. And, as in second-order autocorrelations 
of complex pulses, extracting as little as the spectrum and average intensity 
requires solving two one-dimensional phase-retrieval problems. 

The Triple Correlation 

A more informative option is the triple correlation: 

A 3(T, T') = i: l(t)l(t - T)/(t - T')dt (4.28) 

and which is a function of two different delays, T and T'. The triple cor­
relation can be generated by first performing an autocorrelation (using an 
instantaneous medium). But, instead of simply measuring the signal energy 
vs. delay, it involves crossing the signal pulse with a third replica of the origi­
nal pulse in another nonlinear crystal. The signal energy is then measured vs. 
the delay between the first two pulses and the delay between the latter two 
pulses, in addition. It can also be generated by sending three separate pulse 
replicas into a third-order medium and independently varying the delays of 
two of the three pulses. 

The Fourier transform of the triple correlation is the hi-spectrum: 

A3 (w, w') = i: i: A3(T, T') exp( -iwT - iw'T') dT dT' (4.29) 



82 Rick Trebino and Erik Zeek 

You may be relieved to learn that, in most cases, the triple correlation 
uniquely determines the intensity! 

Finally, a measure that works! 
Unfortunately, the triple correlation is not the most convenient of tech­

niques, requiring two delay lines and three beams. While it does uniquely 
yield the intensity, most researchers consider it too great a price to pay for 
this information. 

The triple correlation and the bi-spectrum have found application in many 
other fields, however. For example, it is the mathematics behind speckle 
interferometry. If you're interested, check out some of the references at the 
end of this chapter [30-34]. 

The Autocorrelation and Spectrum-in Combination 

If the autocorrelation by itself doesn't determine the intensity, and the 
spectrum by itself doesn't determine the field, why not just use both measures 
in combination and see what the two quantities together yield? Indeed, each 
can be considered as a fairly strong constraint for the other in their respective 
one-dimensional phase-retrieval problems. This is precisely what Rundquist 
and Peatross did in what they called the Temporal Infonnation Via Intensity 
(TIVI) method for finding the intensity and phase of a pulse [35]. 

Inspired by work well known in the image science and x-ray crystallogra­
phy communities, they noted that knowledge of the intensity, I (t), and the 
spectrum, Sew), is often sufficient to yield the phase in either (and hence 
both) domains. The algorithm typically used to find the phase from intensities 
in both domains is called the Gerchberg-Saxton algorithm, which involves 
simply making a guess for the phase and Fourier-transforming back and forth 
between the two domains, replacing the magnitude in the relevant domain 
with the measured quantity [36,37]. 

Not only do I (t) and Sew) usually yield a unique phase, but the Gerchberg­
Saxton algorithm is fairly good at finding it. 

Unfortunately, for ultrashort laser pulses, we don't have the intensity and 
the spectrum. We have the autocorrelation and the spectrum. 

So Rundquist and Peatross wrote a simple routine to determine an intensity 
from the autocorrelation. Of course, as we have seen, the autocorrelation 
doesn't uniquely determine the intensity. So this process can at best yield 
only a possible pulse field, not the pulse field. 

Nevertheless, it is interesting to ask how well this procedure works. Of 
course, for very complicated pulses, because the autocorrelation contains so 
little information, this procedure is clearly doomed to fail. 

But what if we assume a simple pulse shape (whose TBP '" I)? Unfortu­
nately, no analytical work has been performed on this topic, but recently, 
Chung and Weiner [38] performed numerical computations to ascertain 
whether the autocorrelation and spectrum can uniquely determine the pulse 
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intensity and phase in this regime. And they found numerous nontrivial ambi­
guities, in addition to the obvious direction-of-time ambiguity. Figures 4.15a 
and b give examples of ambiguities that they found. 

Worse, even if we knew the intensity and spectrum, it wouldn't be suffi­
cient, as knowledge of the intensity and spectrum is not sufficient to yield 

(a) 1 r 2 

--:-
~ 1~ 

~ 
"0 

~ 
&;- o <II .(jj 

'" c: (\) 

~ -1 -a .<: 

0 -2 
-100 -50 0 50 100 

time (fs) 

2 

--:-
~ 1~ 

~ 
"0 

~ 
&;- o Q) .(jj 

'" c: (\) 

~ -1 -a .<: 

0 -2 
-40 -20 0 20 40 

frequency offset (THz) 

(b) 1 2 

:j 1~ 

~ 
"0 

~ 
&;- o Q) .(jj 

'" c: (\) 

~ -1 -a 
'= 

0 -2 
-200 -100 0 100 200 

time (fs) 

1[ 
2 

--:- ~ 
~ '-/\ I / \~~ 1~ ~ 

"0 

'1- f' ~ 
&;- / ~ / \ \" "J \ ( o <II 
'(jj \ r" '" c: 1/ 17 (\) 

~ \/ 
.r: 

-1 a. .<: IJ v II 
0 

~.---. 

-2 
-40 -20 0 20 40 

frequency offset (THz) 

10 
--:-
~ 

~ 
~0.5 
c: 
~ 
.<: 

2 

1'6' 
~ 

o <II 

'" (\) 

-1 -a 
0.0 L---~-------~--~-2 

-100 -50 

1.0 I 
--:-
~ 

~ 
~0.5 
'" c: 
~ 
<: 

0.0 
-100 -50 

1.0 
--:-
~ 

~ 

~0.5 
c: 
~ 
.<: 

0 50 

time (fs) 

0 50 

delay (fs) 

100 

100 

2 

1~ 
"0 

~ 
o Q) 

'" '" 
-1 -a 

00 L---~~-----=---~_2 
-200 -100 0 100 200 

time (fs) 

1.0 r 

I 
:j 

l 
~ 
~0.5 
'" c: 
~ 
.<: 

00 
-200 -100 0 100 200 

delay (fs) 

Fig. 4.15: (a) Two pulses (top row) with different intensities and phases, which yield numeri­
cally identical autocorrelations (bottom right) and spectra (bottom left). The spectral phase of 
both pulses is given (dashed curves at bottom left). (b) Two more pulses (top row) with different 
intensities and phases, which yield numerically identical autocorrelations (bottom right) and 
spectra (bottom \eft). The spectral phase of both pulses is given (dashed curves at bottom \eft). 
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the phase in all cases of interest. Saxton himself has catalogued numerous 
cases in which more than one phase is either exactly or approximately consis­
tent with a particular intensity and spectrum [37]. Approximate ambiguities 
include functions with weak oscillatory components in the phase and whose 
relative phases are therefore indeterminate. And they also include functions 
with weak imaginary components. Exact ambiguities result from intensities 
that are symmetrical in one domain and which cannot distinguish between the 
correct phase and its complex conjugate in the other domain. 

In other words, if we ignore the ambiguities associated with extracting the 
intensity from the autocorrelation, we still wouldn't be there. 

Also, the Gerchberg-Saxton algorithm tends to stagnate [37]. 
Indeed, even if this procedure worked, it would be difficult to use in practice 

due to its obvious sensitivity to the presence of noise. 
In the end, Rundquist and Peatross instead recommended that their method 

be used to generate an initial guess for the FROG algorithm (the FROG trace 
can easily generate the autocorrelation and a quantity related to the spectrum). 
Because TIVI is a fast algorithm, its use in this manner can effectively speed 
up the FROG retrieval process. 

There are several variations on the TIVI theme out there. While no one 
has taken the time to evaluate them as Chung and Weiner have the basic 
TIVI scheme, it is doubtful that they perform any better than TIVI and hence 
represent a bad career move for any serious scientist. 

Fringe-Resolved Autocorrelation 

A method that combines quantities related to the autocorrelation and spec­
trum in a single data trace is the interferometric autocorrelation, often 
called phase-sensitive autocorrelation and the fringe-resolved autocorrela­
tion (FRAC). It was introduced by Jean-Claude Diels in 1983 [39-45], and it 
has become very popular. It involves measuring the second-harmonic energy 
vs. delay from an SHG crystal placed at the output of a Michelson interferom­
eter (see Fig. 4.16). In other words, it involves performing an autocorrelation 
measurement using collinear beams, so that the second harmonic light cre­
ated by the interaction of the two different beams combines coherently with 
that created by each individual beam. As a result, interference occurs due to 
the coherent addition of the several beams, and interference fringes occur vs. 
delay. This is in contrast to the usual autocorrelation, which is often referred to 
as the background-free autocorrelation when FRAC is also being discussed. 

The expression for the FRAC trace is: 

hRAC('r) = i: I[£(t) + £(t - r)fl 2 dt (4.30) 

= i: 1£(t)2 + 2 £(t)£(t - r) + £(t - r)21 2 dt (4.31) 
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Fig. 4.16: Experimental layout for the Fringe-resolved autocorrelation (FRAC). 

Note that, if the E(t)2 and E(t - r)2 terms were removed from the above 
expression, we'd have only the cross term, 2 E(t)E(t - r), which yields 
the usual expression for background-free autocorrelation. These new terms, 
integrals of E(t)2 and E(t - r)2, are due to SHG of each individual pulse. 
And their interference, both with each other and with the cross term, will 
yield the additional information in the FRAC that is not present in the usual 
autocorrelation. Indeed, the interference of these new terms with each other 
will yield an interferogram of the second harmonic of the pUlse. 

Expanding the above expression: 

IFRAc(r) = i:{I(t)2+ I (t-r)2}dt 

In words, 

+ i: {J(t) + I(t - r)} Re{E(t)E*(t - r)}dt 

+ i: Re {E(t)2 E*(t - r)2} dt 

+ £00 I(t)I(t _ r)dt 

IFRAc ( r) = Constant 

+ Modified interferogram of E(t) 

+ Interferogram of the 2nd harmonic of E(t) 

+ Autocorrelation of I (t) 

(4.32) 

(4.33) 

Thus, the FRAC contains a constant, the autocorrelation, something akin to 
the interferogram (which we refer to here as the "modified interferogram" due 
to the additional factor, I (t) + I (t - r), not present in the interferogram), and 
the interferogram of the pulse second harmonic. Examples of the FRAC are 
shown in Fig. 4.17. 

We can now dissect this quantity and try to understand it. 
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Fig. 4.17: Pulses and their FRAC traces. Top row: A lO-fs Gaussian intensity. Second row: A 
7-fs sech2 intensity. Third row: A pulse whose intensity results from 3rd-order spectral phase. 
Fourth row: A double pulse. Note that the satellite pulses due to third-order spectral phase, 
which were invisible in the intensity autocorrelation, actually can be seen in the wings of the 
FRAC trace. 

Let's start with the constant term. Not much information here. Actually, this 
term is useful for verifying the validity of a measurement. It's easy to show 
that the peak-to-background ratio in a FRAC trace is 8. If it isn't, then redo the 
measurement. But this information won't help us determine the pulse. One 
down, three to go. 
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Now consider the last tenn. It's just the autocorrelation, which we're already 
pretty tired of hearing about by now. Two down, two to go. 

Now consider the two interferogram tenns. Recall that interferograms yield 
fringes with respect to delay with the frequency of the light involved. And, in 
the FRAC trace, there are two interferograms, with such fringes. The fringes 
in the modified interferogram of E(t) occur at frequency W. And the fringes 
in the interferogram of the 2nd hannonic of E(t) occur at frequency 2w. As 
a result, except for extremely short pulses of only a few cycles, the various 
tenns can be distinguished by their different carrier frequencies. 

Recall that the interferogram is the inverse Fourier transfonn of the spec­
trum. Thus, the interferogram of the 2nd harmonic of E(t) simply yields the 
spectrum of the 2nd hannonic of E (t). Three down, one to go. 

Now let us consider the modified interferogram of E(t). This tenn doesn't 
correspond to any well-known or intuitive quantity. In the limit that the distor­
tions are mostly in the phase, however, the quantity, I (t) + I (t - r), is slowly 
varying compared to Re{E(t)E*(t - r)}, so the remaining integral reduces 
to the simple interferogram of E(t). In this limit, then, this tenn is simply 
equivalent to the pulse spectrum. 

So when the distortions are mostly in the phase: 

hRAc( r) ~ Constant 
+ Interferogram of E (t) 

+ Interferogram of E2 (t) 

+ Autocorrelation of I (t) (4.34) 

Now you might think that interferograms/spectra of the fundamental and 
second harmonic contain equivalent infonnation. But you'd be wrong. 

Let's consider the spectrum of the second harmonic. To begin with, 
the second-hannonic frequency-domain field is the autoconvolution of the 
fundamental-pulse field: 

- - -
E2(w) ex E(w) * E(w) (4.35) 

since E2(t) ex E(t)2. So you might think that the spectrum of the second 
harmonic is the simple convolution of the pulse spectrum with itself. But 
it is not the case that S2(W) ex S(w) * S(w). Here's a counter-example: let 
E(t) ex sinc(t). The second-harmonic field is just the square of the E(t), 
or E 2 (t) ex sinc2(t). The frequency-domain field of E(t) is the Fourier 
transfonn of sinc(t), or £(w) ex rect(w). Since rect(w) is always 0 or 1 
(except at isolated points), it's also the case that S(w) ex rect(w). The second­
hannonic frequency-domain field, £2(W), is the autoconvolution of £(w): 

E2(w) ex triangle(w), which when squared yields the second-harmonic spec­
trum: S2(W) ex triangle2 (w). But the autoconvolution of the fundamental 
spectrum is: S(w) * S(w) ex triangle(w), not triangle2 (w). 
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Thus, the FRAC trace contains no less than three interesting measures of a 
pulse. And, in this limit (when the phase distortions dominate), they have a 
particularly simple description. 

In the limit that the distortions are small, {I (t) + I (t - r)} varies on a time 
scale similar to Re{E(t)E*(t - r)} so it must be retained. While this makes 
the interpretation of the FRAC trace more difficult, it should not hamper any 
attempt to retrieve the pulse from it because such retrieval necessarily will 
involve a computer algorithm of some sort. 

So what does all this interesting information do for us? Does the FRAC 
completely determine the pulse field? Unfortunately, no study has been made 
of what can be retrieved from the FRAC and what ambiguities arc present 
(besides the obvious direction-of-time ambiguity). 

Nagunuma has shown that, if the pulse spectrum or interferogram is also 
included, there is in principle sufficient information present to fully determine 
the pulse field (except for the direction of time) [46--48]. He also presented 
an iterative algorithm to find the field. No study has been published on this 
algorithm's performance, however, and it is rarely used. Researchers who 
have tried it have found that it tends to stagnate. 

Chung and Weiner shed some light on the issue of how well FRAC deter­
mines pulses by calculating FRAC traces for the pairs of pulses that yielded 
ambiguities in TIVI. And they found that the resulting traces of the pairs of 
pulses had very similar, although not identical, FRAC traces. See Figs. 4.18a 
and b. 

On the other hand, Diels and coworkers showed that the direction of time 
could be determined by including a second FRAC measurement-actually a 
fringe-resolved cross-correlation-in which some glass is placed in one of the 
interferometer arms. This breaks the symmetry and yields an asymmetrical 
trace. Then, assuming that the dispersion of the glass is known, Diels and 
coworkers showed that the two FRAC traces could be used to completely 
determine the pulse field in a few cases. Again, however, no study has been 
published on this algorithm's performance. On the other hand, Diels gave this 
method a memorable name, The Femto-Nitpicker. 

Cross-Correlation 

Occasionally, we have a shorter event available to measure a pulse. Then 
life is good! In this case, we perform a cross-correlation (see Fig. 4.19). The 
cross-correlation, C(2)(r), is given by: 

(4.36) 

where I (t) is the unknown intensity and Ig(t) is the gate pulse intensity. 
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Fig. 4.18: (a) Left: FRAC traces of the pair of pulses from Fig. 4.14a. The difference between 
the two FRAC traces is plotted below. Right: FRAC traces of the same pulses, but shortened 
by a factor of 5. Note that, in both cases, the two FRAC traces are very similar. Note also 
that the FRAC traces are even more difficult to distinguish as the pulse lengths decrease. (b) 
Left: FRAC traces of the pair of pulses from Fig. 4.1 Ob. The difference between the two FRAC 
traces is plotted below. Right: FRAC traces of the same pulses, but shortened by a factor of 5. 
Note that, in both cases, the two FRAC traces are very similar. Note also that the FRAC traces 
are even more difficult to distinguish as the pulse lengths decrease. 

Reference 
pulse 

Fig. 4.19: A cross-correlator. A shorter pulse can gate a longer one and yield the intensity. 

When a much shorter gate pulse is available, the cross-correlation yields the 
intensity precisely. Substitution of 8(t) for Ig(t) easily yields I (t) precisely. In 
fact, you don't even need to know the gate pulse-just that it's much shorter. 
The problem is that you don't often have a delta-function pulse lying around 
the lab. 
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Fig. 4.20: An accurate autocorrelation (top). Bottom: the same trace, but contaminated by 
random error (left) and nonrandom (systematic) error (right). 

Systematic Error in the Autocorrelation and Spectrum 

Random vs. Systematic Error 

While random error is always an issue in any measurement, it at least 
announces its presence by having an obvious "noise-like" appearance. In 
other words, it's clearly noise, and not the autocorrelation, for example (See 
Fig. 4.20). On the other hand, nonrandom, or systematic, error will cause the 
trace to be different from the actual trace, but it leaves no such calling card. As 
a result, we must be particularly careful to eliminate systematic error in pulse 
measurements (and all other measurements for that matter). Worse, because 
small deviations in the autocorrelation can correspond to large deviations in 
the pulse, systematic error can be quite a problem in such measurements. 

Systematic Error in Measurements of the Spectrum 

Numerous sources of systematic error plague spectral measurements. 
Here's a partial list: 

1) Stray light: Of course, stray light with a different spectrum can distort 
a spectral measurement by introducing light at new frequencies or with dif­
ferent relative spectral intensities. But stray light with the same spectrum can 
distort it even more! Suppose that a small fraction of a pulse's energy, say c, 
reflects off an unintended surface and finds its way into the spectrometer after 
experiencing a delay, T, with respect to the rest of the pulse. The measured 
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spectrum will then be: 

Smeas(w) = Ii: [E(t) + ,fiE(t - r)] exp( -iwt) dtl2 

= IE(w) + ,fiE(w) exp(iwr) 12 

~ Sew) 11 + ,fiexp(iwr)12 

~ Sew) {I + 2,fi cos(wr)} 

(4.37) 

(4.38) 

(4.39) 

(4.40) 

where we have assumed that 8 is small and hence have neglected the 8 2 term. 
Thus, the stray reflection introduces a modulation at the frequency 21T / r into 
the measured spectrum (see Fig. 4.21). If r is large, the fringes will be very 
closely spaced and possibly beyond the resolution of the spectrometer (and 
hence would not visibly distort the measured spectrum). For intermediate 
values of r, a simple modulation will occur in the spectrum, indicating this 
effect. And if r is small, only a fraction of a modulation period may occur 
over the entire spectrum and hence may not be perceived as a modulation. But 
it could nevertheless distort the spectrum significantly. Worse, because the 
modulation amplitude is 2J 8, a mere I % reflection produces a massive 20% 
amplitude modulation, which is a whopping 40% peak-to-peak modulation, 
a serious distortion for such a seemingly small amount of stray light. 

2) Spectrally non-uniform efficiencies: All optical components and devices 
have transmissions, reflectivities, responsivities, or efficiencies that depend 
on wavelength. The measured spectrum must be corrected for these non­
uniformities. 

3) Improper calibration: I think you know what we're talking about here. 
Calibrate your spectrometer using an arc lamp with known emission lines. 
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Fig. 4.21: Effects of stray light on measurements of the spectrum. Here we have added to a 
Gaussian spectrum an additional I % of light energy with identical spectrum but with a slight 
delay, yielding frequency fringes of 20% in amplitude. (The spectrum is plotted in arbitrary 
units against the frequency difference from a center frequency.) 
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Fig. 4.22: A pulse compressor for removing chirp from a pulse. Note that, after two prisms, 
there is much spatial chirp in the beam. If this is not precisely compensated, the output pulse 
will have some spatial chirp. This effect is one of the most common reasons for a poor pulse 
measurement. 

4) Spatio-temporal effects: For example, the redder spectral components 
of the beam could be on the left of a beam and the bluer components could 
be on the right, a phenomenon referred to as spatial chirp, in analogy with 
temporal chirp. Any dispersive element will introduce this effect into a beam. 
Of course, it's common practice to compensate for dispersion with another 
dispersive element, yielding a beam with no angular dispersion, but still with 
a great deal of spatial chirp. As a result, making a spectral measurement over 
a small spatial region of the beam will yield different spectra for different 
positions. 

This problem is common. Pulse compressors (see Fig. 4.22) use pairs of 
gratings or prisms, which introduce dispersion, which must be compensated 
accurately before any spectral measurement is attempted. 

Systematic Error in Measurements of the Autocorrelation 

Numerous sources of systematic error can also be present in the measured 
autocorrelation. Many are due to misalignment effects that can introduce 
distortions-and it is difficult to know when the measured autocorrelation is 
free of such effects. 

I) Group-velocity dispersion (GVD): Because different wavelengths have 
different group velocities in media, a pulse will distort as it propagates through 
any medium, from lenses to the nonlinear medium used to measure the pulse. 
The pulse can even be distorted by the dielectric coating on a mirror. Even 
air can distort a pulse whose wavelength is near an air molecule's resonance, 
which occur in the UV and IR, where, as a result, dispersion (the variation of 
refractive index with wavelength) is large. The distortion is given by Eq. (2.36) 
and so is easily modeled. But, because their removal requires knowledge of 
the full pulse field, these effects cannot be removed from an autocorrelation 
or FRAC trace. 

It's therefore very important to minimize the amount of material in the 
beam both in the pulse-measurement device and on the way to it. For FROG 
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measurements, which measure the full pulse field, however, this effect can be 
corrected using the above equation. Nevertheless, it's best to minimize it in 
the first place, even when using FROG. 

2) Asymmetry: The expression for the autocorrelation assumes that the 
two pulses in the autocorrelator are identical. If one passes through more 
material than the other, then distortions due to material dispersion will cause 
asymmetries in the resulting autocorrelation trace. This effect can be difficult 
to avoid because the required beam splitter reflects one pulse, but transmits 
the other, causing only the latter to pass through glass. A compensator plate in 
the other beam is required to equalize the pulses. This is especially important 
in a FRAC. 

3) Group-velocity mismatch (GVM) or phase-matching bandwidth: The 
nonlinear-optical process utilized in a pulse-measurement device must have 
sufficient bandwidth to efficiently convert the entire spectrum of the pulse to its 
appropriate signal field. If the nonlinear medium's bandwidth is insufficient, 
the pulse-measurement device will produce an erroneous result. 

It's not correct to think of this effect as causing the device to measure 
only those frequencies that are phase-matched, which would always yield a 
narrower-band and hence longer pulse. This is because the effect in question is 
nonlinear, and we're not measuring the signal pulse, just its energy vs. delay. 
Indeed, this effect usually produces a measurement indicating a shorter pulse 
length than in reality. 

Here's why. Figure 4.23 shows theoretical FROG traces, which are simply 
spectrally resolved autocorrelations, that is, the spectrum of the autocorre­
lation signal instead of its mere energy, vs. delay. (We'll explain FROG in 
much more detail later, but we thought you might like to see some of the 
power of FROG a bit early.) The three traces are for crystals of three differ­
ent thicknesses. If Ci is the ratio of the crystal phase-matching bandwidth to 
the pulse spectral bandwidth, then a proper measurement requires Ci » 1. 
But in Fig. 4.23 (center and right), we're violating this condition big-time. 
Since FROG is the spectrally resolved autocorrelation, then un-spectrally­
resolving it yields the autocorrelation. Since un-spectrally-resolving means 
just integrating with respect to frequency, the intensity autocorrelation is just 
the integral of the FROG traces with respect to frequency. Thus the effect of 
using a crystal that has too little bandwidth is a simple cropping of the trace 
in frequency. 

Okay, we're ready to interpret the traces below. The trace at left is the correct 
trace for the pulse measured (a pulse with cubic spectral phase) because the 
nonlinear-optical bandwidth is sufficient. But notice that, as the bandwidth 
of the crystal decreases (and Ci decreases below unity), the trace becomes 
cropped, and it's the large delay regions that get cropped! Thus the autocor­
relation narrows as the crystal increases in thickness-about 30% narrower 
for the thickest crystal (at right). 

Thus, you can usually shorten your pulse simply by using a crystal that's 
too thick. Of course, the measurement would be wrong. 
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Fig. 4.23: The effect of a thick crystal (and the resulting GVM) on intensity autocorrelation 
measurements. Typically, using a crystal that is too thick yields a pulse measurement that 
erroneously indicates a shorter pulse. 

By the way, the effect of a thick medium on an autocorrelation is usually 
considered to be quite mysterious, and the mathematics behind it complex. But 
the technique we just used to see these effects was quite simple and intuitive. It 
simply involves computing the FROG trace of the pulse and integrating it with 
respect to frequency to yield the autocorrelation. Integrations of the FROG 
trace with respect to one or the other of its co-ordinates, by the way, produce 
quantities called the "marginals." We'll discuss them more in Chapter 10, 
where you'll see that they're very powerful, allowing us to check our FROG 
measurement for systematic error-and even correct for it. 

4) Pulse-front tilt: The most general expression for a pulse is E(x, y, Z, t), 
but we usually assume that this function separates into the product of inde­
pendent functions of space and time. As a result, if we were to put an aperture 
in the beam and measure the spectrum of only a small region, we'd get the 
same result no matter where in the beam the aperture was. Unfortunately, this 
assumption isn't always satisfied in practice. Any dispersive element will not 
only introduce angular dispersion into the beam (which obviously violates 
this assumption), but also pulse-front tilt (see Fig. 4.24). Pulse fronts are the 
contours of constant intensity (to be distinguished from phase fronts, which 
are contours of constant phase). Ordinarily, we tend to assume that pulses 
have pulse fronts that are ellipsoids with axes parallel and perpendicular to 
the propagation direction. But this isn't always the case. It's important to keep 
this effect in mind when propagating beams inside an autocorrelator because 
the direction of tilt reverses upon reflection. Thus, if the pulse front is tilted, an 
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Fig. 4.24: Pulse-front tilt from dispersive elements. Left: In passing through a prism, light 
that passes near the tip sees less material than does light that passes near the base. While the 
phase delay vs. transverse position results in the phase fronts remaining perpendicular to the 
direction of propagation, the group delay is longer and results in pulse fronts having tilt, as 
shown. Right: In diffracting off a grazing-incidence grating, light takes different paths, and the 
pulse front tilt is clear from the drawing. 

autocorrelator whose two beams have an odd and even number of reflections, 
respectively, will yield a longer autocorrelation trace than an autocorrelator 
whose two paths involve, say, and even number of reflections each. We'll have 
a lot more to say on this subject in Chapter 7. 

5) Spatial variations in pulse spectrum: Spatial variations in the beam can 
also confuse an autocorrelator-and any other pulse-measurement device. 
Spatial chirp is an especially unpleasant effect for pulse-measurement devices 
because it violates our assumption that the intensity and phase vs. time are the 
same throughout the beam. Worse, it can often go undiagnosed. Significant 
spatial chirp usually makes a FRAC trace appear to correspond to a shorter 
pulse. It also affects the intensity autocorrelation. And it can simply confuse 
the FROG algorithm, causing it to stagnate. This latter confusion is probably 
is good thing, however, because, if your pulse has different intensities and 
phases throughout it, it would be inappropriate for any device to attribute a 
single intensity and phase to it. 

6) Transverse geometrical distortions: Using too large an angle between 
beams in an autocorrelator can yield a geometrical distortion because the 
delay can vary across the beam, which always lengthens the measured pulse. 
Chapter 7 has much more to say about this effect, which can always be made 
to be negligible. Indeed, this effect can be very beneficial: it's the way we 
achieve single-shot operation. 

7) Misalignment while scanning the delay: An autocorrelator typically 
requires scanning the delay by moving a mirror, meanwhile maintaining the 
precise overlap between the two beams in the nonlinear medium. So it's impor­
tant that the mirror's motion not misalign this precise overlap by walking the 
beam to the side. Typically, we align an autocorrelator by setting the delay 
to zero and then tweaking all the mirrors for maximum signal energy. If the 
translation stage used to scan the delay wobbles, then the alignment will be 
best at zero delay and will drop off as the stage moves away from this delay. 
Thus this effect would yield a shorter pulse than the correct one, and you 



96 Rick Trebino and Erik Zeek 

might not notice it, unless you scan to a large positive or negative delay and 
attempt to improve the alignment. 

Single-Shot Autocorrelation 

For high-repetition-rate ultrashort-pulse lasers, there isn't much variation 
from pulse to pulse. As a result, a spectrum may be obtained by scanning a 
monochromator in time or by leaving the shutter open on a camera or diode 
array at a spectrometer output, and averaging over many pulses. Similarly, 
the delay in an autocorrelator may be scanned in time with confidence that 
the pulse hasn't changed during the scan. 

Some amplified laser systems have considerably lower repetition rates, 
however, and non-negligible pulse-to-pulse variations are expected. In this 
latter case, we must use a single-shot method. It's easy to obtain a single-shot 
spectrum, simply by opening the spectrometer camera shutter for only a single 
laser pulse. Single-shot autocorrelation, however, is more complex because 
the delay must somehow be scanned during a single pulse. 

A single-shot autocorrelation trace is obtained by mapping the delay onto 
position and spatially resolving the autocorrelation signal using a camera or 
array detector. This involves crossing the two beams in the nonlinear-optical 
crystal at a large angle, so that, on the left, one pulse precedes the other, and, 
on the right, the other precedes the one (we'll discuss this in more detail in 
Chapter 7) [15,49,50], In this manner, the delay ranges from a negative value 
on one side of the crystal to a positive value on the other. Usually, we focus 
with a cylindrica1lens, so the beams are line-shaped at the crystal, and the 
range of delays is greater. 

Systematic Error in Single-Shot Autocorrelation 

1) Non-uniform beam profile: Because single-shot methods map delay onto 
position, they transform a measurement vs. delay into one vs. position. Basi­
cally, such methods tum the spatial profile of the beam into the intensity 
autocorrelation (or FROG trace). Thus it's important that the beam spatial pro­
file not have structure or variation vs. position in the first place, which could 
bias the measurement. The beam should be big compared to the resulting 
beam size produced by the pulse measurement. 

2) Longitudinal geometrical distortions: The delay between the two pulses 
can vary along the beam path as the beam propagates through the nonlinear 
medium. This can cause the trace to spread in delay, leading to a longer 
measured pulse than would be correct. See Chapter 7 for more details on 
this distortion. Fortunately, this effect does not occur in SHG-based methods, 
and it is usually vanishingly small in most other measurements, providing the 
apparatus is appropriately designed. 
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Quality Control 

It is not sufficient to be able to measure a pulse. It is also necessary to 
know whether one has done so correctly. And, unfortunately, as we have just 
seen, there are many things that can go wrong in any measurement. Thus, an 
important property that a pulse-measurement technique should have is some 
type of feedback as to whether the measurement has been made correctly. 

So what assurances do we have that a measured spectrum, autocorrelation, 
or FRAC is correct? Unfortunately, not many. 

About all we can say about a spectrum is that it shouldn't go negative­
which is precious little. 

Autocorrelations (second- or higher-order) must have their maxima at zero 
delay. Second-order autocorrelations must also be symmetrical. 

A FRAC must also have its maximum at zero delay and be symmetrical. In 
addition, the FRAC peak-to-background ratio must be 8. Finally, the fringes 
in FRAC must occur at the light frequency and twice this number. This allows 
an automatic calibration. These constraints make FRAC the most reliable of 
the autocorrelation methods. 

Conclusions 

Despite drawbacks, ambiguities, and often unknown information content, 
the autocorrelation and spectrum have remained the standard measures of 
ultrashort pulses for over twenty-five years, largely for lack of better methods. 
But they have allowed rough estimates for pulse lengths and time-bandwidth 
products, and they have helped researchers to make unprecedented progress 
in the development of sources of ever-shorter light pulses. 
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5. FROG 

Rick Trebino 

The Time-Frequency Domain 

In the previous chapter, we considered ultrashort-light-pulse measure­
ment techniques that operated purely in the time domain (autocorrelation) 
and purely in the frequency domain (spectrum). And the results were less 
than satisfactory. This suggests that we consider a different approach, and 
the approach that will solve the problem involves a hybrid domain: the 
timeJrequency domain [1,2]. This intermediate domain has received much 
attention in acoustics and applied mathematics research, but it has received 
only scant use in optics. Nevertheless, even if you don't think you're familiar 
with it, you are. 

Measurements in the time-frequency domain involve both temporal and 
frequency resolution simultaneously. A well-known example of such a mea­
~urement is the musical score, which is a plot of a sound wave's short-time 
spectrum vs. time. Specifically, this involves breaking the sound wave up 
into short pieces and plotting each piece's spectrum (vertically) as a function 
of time (horizontally). So the musical score is a function of time as well as 
frequency. See Fig. 5.1. In addition, there's information on the top indicating 
intensity. 

If you think about it, the musical score isn't a bad way to look at a waveform. 
For simple waveforms containing only one note at a time (we're not talking 
about symphonies here), it graphically shows the waveform's instantaneous 
frequency, w, vs. time, and, even better, it has additional information on the top 
indicating the approximate intensity vs. time (e.g., fortissimo or pianissimo). 
Of course, the musical score can handle symphonies, too. 

i PP -======== ff =--==-===--- PP 

J jJ j J j J j rrrrer 
time-

Fig. 5.1: The musical score is a plot of an acoustic waveform's frequency vs. time, with 
information on top regarding the intensity. Here the wave increases in frequency with time. It 
also begins at low intensity (pianissimo), increases to a high intensity (fortissimo), and then 
decreases again. Musicians call this waveform a "scale," but ultrafast laser scientists refer to it 
as a "linearly chirped pulse." 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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A mathematically rigorous version of the musical score is the spectrogram, 
bg(W, r) [3]: 

b: (w, r) == Ii: E(t) g(t - r) exp( -iwt) d{ (5.1) 

where get - r) is a variable-delay gate function, and the sUbscript on the b 
indicates that the spectrogram uses the gate function, g(t). Figure 5.2 is a 
graphical depiction of the spectrogram, showing a linearly chirped Gaussian 
pulse and a rectangular gate function, which gates out a piece of the pulse. For 
the case shown in Fig. 5.2, it gates a relatively weak, low-frequency region in 
the leading part of the pulse. The spectrogram is the set of spectra of all gated 
chunks of E (t) as the delay, r, is varied. 

The spectrogram is a highly intuitive display of a waveform. Some examples 
of it are shown in Fig. 5.3, where you can see that the spectrogram intuitively 
displays the pulse instantaneous frequency vs. time. And pulse intensity vs. 
time is also evident in the spectrogram. Indeed, acoustics researchers can 
easily directly measure the intensity and phase of sound waves, which are 
many orders of magnitude slower than ultrashort laser pulses, but they often 
choose to display them using a time-frequency-domain quantity like the spec­
trogram. Importantly, knowledge of the spectrogram of E(t) is sufficient to 
essentially completely determine E(t) [3,4] (except for a few unimportant 
ambiguities, such as the absolute phase, which are typically of little interest 
in optics problems). 

Frequency-Resolved Optical Gating (FROG) measures a spectrogram of 
the pulse [5-13]. 

lime 

Fig. S.2: Graphical depiction of the spectrogram. A gate function gates out a piece of the 
waveform (here a linearly chirped Gaussian pulse), and the spectrum of that piece is measured 
or computed. The gate is then scanned through the waveform and the process repeated for all 
values of the gate position (i.e., delay). 
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Fig. 5.3: Spectrograms (bottom row) for linearly chirped Gaussian pulses (top row), all with 
the same Gaussian spectrum and using a Gaussian gate pulse. The spectrogram, like the musical 
score, reflects the pulse instantaneous frequency vs. time. It also yields the pulse intensity vs. 
time: notice that the shortest pulse (left) has the narrowest spectrogram. And if we look at the 
spectrogram sideways, it yields the group delay vs. frequency (as well as the spectrum). 

Introduction to FROG 

Okay, so a spectrogram is a good idea. But recall the big dilemma of pulse 
measurement: "In order to measure an event in time, you need a shorter one." 
In the spectrogram, then, isn't the gate function precisely that mythical shorter 
event, the one we don't have? 

Indeed, that is the case. 
So, as in autocorrelation, we'll have to use the pulse to measure itself. We 

must gate the pulse with itself. And to make a spectrogram ofthe pulse, we'll 
have to spectrally resolve the gated piece of the pulse. 

Will this work? It doesn't sound much better than autocorrelation, which 
also involves gating the pulse with itself (but without any spectral resolution). 
And autocorrelation isn't sufficient to determine even the intensity of the 
pulse, never mind its phase, too. So how do we resolve the dilemma? 

And that's not the only problem. Even if this approach does somehow 
resolve the fundamental dilemma of ultrashort pulse measurement, spectro­
gram inversion algorithms assume that we know the gate function [4]. After 
all, who would've imagined gating a sound wave with itself when it's so easy 
to do so electronically with detectors because accoustic time scales are so 
slow? So no one ever considered a spectrogram in which the unknown func­
tion gated itself-an idea, it would seem, that could occur to only a seriously 
disturbed individual. Unfortunately, we have no choice; we must gate the 
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pulse with itself. But by gating the unknown pulse with itself-i.e., a gate that 
is also unknown-we can't use available spectrogram inversion algorithms. 
So all those nice things we said about the spectrogram don't necessarily apply 
to what we're planning to do. How will we avoid these problems? 

Hang on. You'll see. 
In its simplest form, FROG is any autocorrelation-type measurement in 

which the autocorrelator signal beam is spectrally resolved [5,8,9]. Instead 
of measuring the autocorrelator signal energy vs. delay, which yields an 
autocorrelation, FROG involves measuring the signal spectrum vs. delay. 

As an example, let's consider, not an SHG autocorrelator, but a polarization­
gate (PG) autocorrelation geometry. Ignoring constants, as usual, this third­
order autocorrelator's signal field is Esig(t, r) = E(t)IE(t - r)12. Spectrally 
resolving yields the Fourier Transform of the signal field with respect to time, 
and we measure the squared magnitude, so the FROG trace is given by: 

I~oG(w, r) = Ii: E(t)IE(t - r)12 exp(-iwt) dtl2 (5.2) 

Note that the (PG) FROG trace is a spectrogram in which the pulse intensity 
gates the pulse field. In other words, the pulse gates itself. 

So how will we obtain E(t) from its FROG trace? 
First, consider Esig(t, r) to be the one-dimensional Fourier transform with 

respect to r, not t, of a new quantity that we will call Esig(t, Q): 

Esig(t, r) = i: Esig(t, Q) exp( -iQr) dQ (5.3) 

Since this Fourier transform involves r, and not t, we're using a bar, rather 
than a tilde, on top of the Fourier-transformed functions here. 

Now, it's important to note that, once found, Esig(t, r) or Esig(t, Q) eas-
ily yields the pulse field, E(t). Specifically, if we know Esig(t, Q), we 
can inverse-Fourier-transform to obtain Esig(t, r). Then we can substitute 
r = t: Esig(t, t) = E(t)IE(0)1 2. Since IE(0)12 is merely a multiplicative con­
stant, and we don't care about such constants, then as far as we're concerned, 
Esig(t, t) = E(t). Thus, to measure E(t), it is sufficient to find Esig(t, Q). 

We now substitute the above equation for Esig(t, r) into the expression for 
the FROG trace, which yields an expression for the FROG trace in terms of 
Esig(t, Q): 

I~OG(w, r) = Ii: i: Esig(t, Q)exp(-iwt - iQr)dtdQl
2 

(5.4) 

Here, we see that the measured quantity, I~OG (w, r), is the squared magnitude 
of the two-dimensional Fourier transform of Esig(t, Q). 
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Yeah, you're probably saying, that may be true, but is it helpful? We 
just took a difficult-looking one-dimensional integral-inversion problem and 
turned it into an impossible-looking two-dimensional integral-inversion prob­
lem. And we all learned in calculus class that, in order to solve integral 
equations, you're supposed to reduce the number of integral signs, not increase 
it. In doing this substitution, it would seem that we've made the problem 
harder, rather than easier! 

But looking more closely at Eq. (5.4), it's more elegant than at first glance. 
From it, we see that the measured FROG trace yields the magnitude, but not 
the phase, of the two-dimensional Fourier transform of the desired quantity 
Esig(t, Q). If we had the phase, we'd be done because we'd have Esig(t, Q) 
in its entirety. So the problem is then to find the phase of E sig (t, Q). 

It turns out that this inversion problem is well known. It is called, quite 
reasonably, the two-dimensional phase-retrieval problem [14]. 

FROG and the Two-Dimensional Phase-Retrieval Problem 

Now, we discussed a close relative of the two-dimensional phase-retrieval 
problem in the previous chapter, the one-dimensional phase-retrieval problem, 
and we concluded that it was bad news. Almost certainly, the two-dimensional 
analog of a one-dimensional piece of mathematical bad news can only be 
worse news. 

Quite unintuitively, however, the two-dimensional phase-retrieval problem 
has an essentially unique solution and is a solved problem when certain addi­
tional information regarding E sig (t, Q) is available such as that it has finite 
support (that is, is zero outside a finite range of values of t and Q) [14-17]. 
This is in stark contrast to the one-dimensional problem, where many solutions 
can exist, despite additional information, such as finite support. Indeed, in the 
one-dimensional case, infinitely many additional solutions typically exist, as 
we saw. On the other hand, the two-dimensional phase-retrieval problem, 
when finite support is the case, has only the usual "trivial" ambiguities. If 
E sig(t, Q) is the solution, then the ambiguities are: 

1) an absolute phase factor exp(i</>o) Esig(t, Q) 
2) a translation: Esig(t - to, Q - Qo) 

3) inversion: E;ig( -t, -Q) 

In addition, there is an extremely small probability that another solution 
may exist, but this is generally not the case for a given trace. This is what is 
meant by essentially unique. We'll have more to say shortly about the meaning 
of this vague-sounding phrase. 

Okay, so the solution isn't really totally unique, but it's good enough for 
practical measurements, where we don't care about the trivial ambiguities, 
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and we probably won't be around long enough to do enough experiments to 
bump into one of the highly improbable ambiguities. 

Now we should mention that finite support is only one type of constraint 
that one could have on the function whose two-dimensional Fourier mag­
nitude is known. The point is that a much weaker constraint suffices to 
yield an essentially unique solution in two-dimensional phase retrieval prob­
lems than in one-dimensional ones. In other words, the same constraint 
that will yield an essentially unique solution in two-dimensional problems, 
when modified to one dimension, won't suffice to eliminate ambiguities in 
one-dimensional ones. 

In FROG, we actually don't have finite support because our function is 
Esig(t, Q), and its extent along the t axis is essentially that of E(t), and its 

extent along the Q axis is essentially that of the E (OJ). Since no function can 
be finite in extent in both time and frequency, E sig (t, Q) does not have finite 
support. 

However, we do have another, much better constraint. We know that 
Esig(t, r) = E(t)IE(t - r)1 2, which is a very strong constraint on the mathe­
matical form that the signal field can have. Hence we refer to this constraint as 
the mathematicallorm constraint. Since it results from the nonlinear-optical 
process used to generate the signal field, it is often also called the nonlinear­
optical constraint. There are other versions of FROG whose constraints are 
slightly different. For example, in second-harmonie-generation (SHG) FROG, 
Esig(t, r) = E(t)E(t - r). 

This additional information turns out to be sufficient, and thus, the problem 
is solved [5]. Indeed, it is solved in a particularly robust manner, with many 
other advantageous features, such as feedback regarding the validity of the 
data [11,18,19]. And many of the remaining chapters of this book discuss 
additional useful features of FROG. 

So we're done. Because the FROG trace is related to a quantity that yields 
the pulse [Esig(t, Q)] by the two-dimensional phase-retrieval problem, and 
we have a reasonably strong constraint on Esig(t, Q), then the FROG trace 
essentially uniquely yields the pulse field, E(t), that is the full pulse intensity 
and phase. In Chapters 8 and 21, we'll discuss the algorithms that find the 
solution to the two-dimensional phase-retrieval problem for ultrashort-laser­
pulse measurement in detail. 

The Two-Dimensional Phase-Retrieval Problem and the Fundamental 
Theorem of Algebra 

So why does the two-dimensional phase-retrieval problem yield unique 
results when the one-dimensional case does not? Interestingly, it is because 
the Fundamental Theorem of Algebra, which guarantees that we can factor 
polynomials, holds for polynomials of one variable, butfails for polynomials 
of two variables! 
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We'll now sketch the proof of this fascinating fact [14]. 
We consider the case of a set of data, which are necessarily discrete. So 

suppose, first, that we have a one-dimensional problem, a sequence of num­
bers, {iI, 12, ... , fN}, each corresponding to a different time, which could 
be the complex pulse field vs. time. Suppose we measure the magnitude of 
the Fourier transform of this sequence, {I FII, I F21, ... , IFNI}, and from this 
measurement, we'd like to find the original sequence, {fl, 12,··., fN}' The 
discrete Fourier transform relates Fk to fm: 

N 

Fk = L fm e-2rrimk/N (5.5) 
m=l 

where m is our time variable. 
We can rewrite this expression by letting z = e-2rrik/ N: 

(5.6) 

which is just a polynomial in the variable z. The Fundamental Theorem of 
Algebra guarantees that we can factor this polynomial, so we can write it as 
the product of its factors: 

(5.7) 

where the Zk'S are the (potentially complex) zeroes of the polynomial in 
Eq. (5.6). Now, recall that we measure only the magnitude of each Fk• 

(5.8) 

We must now ask, "Are there any ambiguities? That is, are there any other 
functions of m (or z) that yield the same values for IFkl?" And the answer 
is clearly, "Yes." All that we need do is to complex-conjugate one or more 
factors in Eq. (5.8). Because the magnitude of a product is the same if we 
complex-conjugate anyone of its factors, I Fk I does not change under complex 
conjugation of any of its factors. By the way, you might be concerned that the 
complex conjugate ofthe variable z = e-2rrik/N is z* = e+2rrik/N, which is not 
of the correct form for the Fourier transform. However, because e2rriN / N = 1, 
we can divide z* by this quantity and write z* = e2rri(k-N)/N = e-2rri(N-k)/N, 

which is of the correct form. 
So in one-dimensional phase retrieval, there are as many ambiguities as 

different subsets offactors we can complex-conjugate, or 2N. 
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Now, suppose our data are two-dimensional {I FIll, I F12I, ... , IF N N I}. This 
will require a two-dimensional discrete Fourier transform: 

N 

F, -" f, e-2rri(mk+nh)/N k,h - ~ m,n 

m,n=1 

which can be rewritten, letting y = e-2rrih/N and z = e-2rrik/N: 

N 

Fk,h = L !m,n zmyn 

m,n=1 

which is a two-dimensional polynomial. 

(5.9) 

(5.10) 

But the Fundamental theorem of Algebra fails for polynomials of two vari­
ables, so this polynomial can't be factored. And, as a result, there won't be 
any ambiguities. 

Actually, polynomials of two variables occasionally can be factored, and 
then an ambiguity results, but as N increases, such cases become increasingly 
rare. As a result, we typically say that the solution in two-dimensional phase 
retrieval is essentially unique. 

Of course we can complex-conjugate the entire expression or multiply it 
by a complex exponential with a constant phase factor in it, hence the trivial 
ambiguities. 

Also, note that we built in the finite-support constraint (or periodicity) by 
using a finite set of data. 

Finally, as in the one-dimensional case, it's important to ask how densely 
distributed the ambiguities are. It can be shown that the ambiguities are quite 
sparse, as sparse as a continuous function of one variable in a two-dimensional 
plane. The probability of accidentally stumbling on one is very close to zero 
and decreases rapidly as N increases. 

The two-dimensional phase-retrieval problem occurs frequently in imag­
ing problems [14,16,17,20-24], where the squared magnitude of the Fourier 
transform of an image is often measured and where finite support is common. 
The two-dimensional phase-retrieval problem and its solution are the basis of 
an entire field, that of image recovery. If you're interested in reading more 
on it, please check out Henry Stark's excellent book on this subject, Image 
Recovery [14]. 

Finally, it should be mentioned that the above argument must be modified 
for the FROG constraints. This has not yet been done, so a rigorous proof 
of essential uniqueness for FROG does not yet exist. However, thousands of 
pulses, many quite complex, have been retrieved using FROG, and no such 
ambiguities have ever been found (except for the trivial ones and a few that 
we will discuss that occur in SHG FROG). So don't worry. But if you come 
up with a proof, please let me know. 
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Understanding FROG 

Okay, so FROG works because the Fundamental Theorem of Algebra fails 
for polynomials of two variables. That's all very interesting, but it's a bit 
abstract. What we'd really like to know is how, in practice, FROG gets 
around the fundamental dilemma of ultrashort laser pulse measurement, that 
to measure an event in time, you need a shorter one. 

Another way to look at this issue is that phase retrieval is a type of de­
convolution, which extracts information that's just beyond the resolution of 
the device and that initially doesn't seem to be there. For example, image 
de-convolution techniques can de-blur a photograph, thus retrieving details 
smaller in size than the apparent resolution of the camera that took the picture. 
After all, how else can CIA spy satellites read your license plate on the ground? 
(Please don't quote me on that. .. ) 

Indeed, recall Fig. 5.2, in which a shorter rectangular pulse gates the 
unknown longer pulse. This was the allegedly required shorter pulse. At the 
time you first looked at that figure, you were probably thinking, "Too bad 
we don't have an infinitely short gate pulse-a delta-function in time. That'd 
really do a nice job of measuring the pulse." 

But you'd be wrong. If it really were the case that g(t - r) = 8(t - r), 
it's easy to do the integral and see that the resulting spectrogram would be 
completely independent of frequency. In fact, we would find that hi (w, r) = 
I (r). Thus, in this allegedly ideal case, the spectrogram reduces to precisely 
the pulse intensity vs. time! All phase-vs.-time information is lost! 

So it turns out that using too short a gate pulse is a bad idea. The time­
frequency domain is subtle. Having time- and frequency-domain information 
simultaneously can be a bit unintuitive. Remember, you can't have perfect time 
and frequency resolution at the same time, or you'd violate the uncertainty 
principle. The better your time resolution the worse your frequency resolution. 
Choosing the gate width determines the shape of your resolution region in 
time-frequency space. A great deal has been written about the ideal length of 
the gate pulse for making spectrograms. An excellent discussion of this issue 
is in Cohen's wonderful book, Time-Frequency Analysis [2]. One answer is 
that, for pulses whose phase variations dominate, the ideal gate pulse width, 
Tg , is given by: 

(5.11) 

where 4>" (t) is the second derivative of the phase vs. time. In other words, 
you'd like to resolve the fastest variations in the phase, but if you use too 
short a gate pulse, you lose all phase information completely, so it must be 
a compromise, which is the above result. 

For general pulse measurement, however, use of a pulse as short as or 
slightly shorter than the pulse is desirable. In SHG FROG, the gate pulse is 
exactly as short as the pulse to be measured. In other FROG beam geometries, 
we will gate the pulse with itself squared or mag-squared, which typically 
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shortens the gate pulse a bit. For example, squaring a Gaussian pulse shortens 
it by about J2. This has proven to be ideal. 

You may also wonder whether gating the complex (i.e., having nonzero 
phase) pulse by another complex function (i.e., having nonzero phase) is a 
good idea. After all, the simple picture of the making of a spectrogram in 
Fig. 5.2 shows a real gate pulse. Use of a real gate pulse adds no phase to 
the signal field whose spectrum is measured, but a complex gate function 
can change its color. And indeed, use of a complex gate function compli­
cates visual interpretation of the spectrogram and hence FROG trace. The 
polarization-gate version of the FROG technique uses the mag-squared pulse 
as the gate, and it yields the most intuitive traces, and the pulse-retrieval 
algorithm works best for it. But we find that, although the traces of other 
FROG techniques are a bit more complicated and difficult to interpret by 
themselves, the technique works about as well in all cases, whether the gate 
is E(t - r), E2(t - r), E*(t - r), or IE(t - r)12. 

What do FROG traces look like for commonly encountered pulses? 
Polarization-gate FROG traces look just like the spectrograms in Fig. 5.2. 
Figure 6.2 gives a more complete array of traces for various pulses for the 
various gates corresponding to the various FROG beam geometries (which 
will be discussed in more detail in the next chapter). 

Properties of FROG 

The pulse intensity and phase may be estimated simply by looking at the 
experimental FROG trace, or the iterative algorithm may be used to retrieve 
the precise intensity and phase vs. time or frequency. 

There are many nice features of FROG. FROG is very accurate. Fewapprox­
imations are made regarding the pulse. All that must be assumed in FROG is 
a nearly instantaneously responding medium, and even that assumption has 
been shown to be unnecessary, as the medium response can be included in the 
pulse-retrieval algorithm (see Chapter 18) [25]. Similarly, any known system­
atic error in the measurement may also be modeled in the algorithm [18,19], 
although this is not generally necessary, except for extremely short pulses 
( < 10 fs) or for exotic wavelengths. And systematic error can often be removed 
by preprocessing the measured trace (see Chapter 10) [19]. Also, unlike other 
ultrashort pulse measurement methods, FROG completely determines the 
pulse with essentially infinite temporal resolution [8,18]. It does this by using 
the time domain to obtain long-time resolution and the frequency domain for 
short-time resolution. As a result, if the pulse spectrogram is entirely con­
tained within the measured trace, then there can be no additional long-time 
pulse structure (since the spectrogram is effectively zero for off-scale delays), 
and there can be no additional short-time pulse structure (since the spectro­
gram is essentially zero for off-scale frequency offsets). Interestingly, this 
extremely high temporal resolution can be obtained by using delay incre­
ments that are as large as the time scale of the structure. Again, this is because 
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the short-time information is obtained from large frequency-offset measure­
ments. Thus, as long as the measured FROG trace contains all the nonzero 
values of the pulse FROG trace, the result is rigorous. (Of course, the trace 
typically only falls asymptotically to zero for delays and frequency offsets 
of ±oo, but these low values outside the measured trace do not significantly 
affect the retrieved pulse.) 

Another useful and important feature that's unique to FROG is the presence 
of feedback regarding the validity of the measurement data. FROG actually 
contains two different types of feedback. The first is probabilistic, rather than 
deterministic, but it is still very helpful. It results from the fact that the FROG 
trace is a time-frequency plot, that is, an N x N array of points, which are 
then used to determine N intensity points and N phase points, that is, 2N 
points. There is thus significant over-determination of the pulse intensity and 
phase-there are many more degrees of freedom in the trace than in the pulse. 
As a result, the likelihood of a trace composed of randomly generated points 
corresponding to an actual pulse is very small. Similarly, a measured trace 
that has been contaminated by systematic error is unlikely to correspond to 
an actual pulse. Thus, convergence of the FROG algorithm to a pulse whose 
trace agrees well with the measured trace virtually assures that the measured 
trace is free of systematic error. Conversely, non-convergence of the FROG 
algorithm (which rarely occurs for valid traces) indicates the presence of 
systematic error. To appreciate the utility of this feature, recall that intensity 
autocorrelations have only three constraints: a maximum at zero delay, zero 
for large delays, and even symmetry with respect to delay. These constraints do 
not limit the autocorrelation trace significantly, and one commonly finds that 
the autocorrelation trace can vary quite a bit in width during alignment while 
still satisfying these constraints. It should be emphasized that this argument is 
merely probabilistic, and that, on one occasion, we encountered a systematic­
error-contaminated SHG FROG trace that yielded convergence. However, 
the SHG FROG trace has additional symmetry that's lacking in other FROG 
methods, so such an occurrence is more likely there. The other FROG methods 
have so far reliably revealed systematic error in this manner. 

Another feedback mechanism in FROG is deterministic and has proven 
extremely effective in revealing systematic error in SHG FROG measurements 
of "-'10-fs pulses, where crystal phase-matching bandwidths are insufficient 
for the massive bandwidths of the pulses to be measured. It involves computing 
the marginals of the FROG trace, that is, integrals of the trace with respect 
to delay or frequency. The marginals can be compared to the independently 
measured spectrum or autocorrelation, and expressions have been derived 
relating these quantities. Comparison with the spectrum is especially useful. 
Marginals can even be used to correct an erroneous trace. For more on this 
topic, see Chapter 10 [11,18,19]. 

In practice, FROG has been shown to work very well in the IR [26,27], 
visible [28], and UV [29-31]. Work is underway to extend FROG to other 
wavelength ranges, such as the x-ray. It has been used to measure pulses from 
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a few fs to many ps in length. It has measured pulses from fJ to mJ in energy. 
And it can measure simple near-transform-limited pulses to extremely com­
plex pulses with time-bandwidth products in excess of 1000 (see Chapters 13 
and 14). It can use nearly any fast nonlinear-optical process that might be avail­
able. FROG has proven to be a marvelously general technique that works. If 
an autocorrelator can be constructed to measure a given pulse, then making a 
FROG is straightforward since measuring the spectrum of it is usually easy. 

What FROG doesn't measure 

We've been saying that FROG measures the complete intensity and phase 
vs. time or frequency. Actually, there are a few aspects of the intensity 
and phase that FROG does not measure (the "trivial" ambiguities). First, 
since FROG is a magnitude-squared quantity, it doesn't measure the absolute 
phase, CPo, in the Taylor expansion of the spectral phase. Also, because FROG 
involves the pulse gating itself, there is no absolute time reference, so FROG 
doesn't measure the pulse arrival time, which corresponds in the frequency 
domain to CP}' the first-order term coefficient in the spectral-phase Taylor 
series. The mathematical-form constraint removes the direction-of-time, or 
inversion, ambiguity in all but one FROG variation. So CPo and CPI are the only 
two parameters not measured in FROG, although a few versions of FROG 
have their own unmeasured parameters in specific situations, which we'll 
discuss in the next chapter. 

Appendix: Other Time-Frequency Quantities 

There are infinitely many different possible time-frequency-domain quan­
tities. Examples include the Wigner Distribution [32-35], the Wavelet 
Transform [36,37], and the Gabor Transform [1,2]. Indeed, most are con­
sidered by theorists to be better, more elegant measures than the spectrogram. 
For example, integrals of the Wigner Distribution over delay or frequency (the 
marginals) yield precisely the spectrum and intensity, respectively, which is 
very nice. Also, the measures just mentioned have direct inversions and don't 
require an iterative algorithm. So why don't we use one of them instead of 
the klunky old spectrogram? 

The answer is that what the spectrogram lacks in theoretical mathematical 
elegance, it more than makes up for in experimental optical elegance. It's very 
easy to make a spectrogram in the lab (see, for example, Chapter 12). And so 
far no one's figured out how to make the others, and you can bet that, if some­
one does, it won't be easy. For example, making a Wigner Distribution would 
require making a time-reversed replica of the pulse. Making a Wavelet Trans­
form would require that the gate pulse length be rescaled as the wavelength 
changes, among other complexities. All would require the measurement of 
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negative values, which means that the signal would have to measured against 
a coherent background, and the measurement becomes interferometric, which 
adds considerable complexity. And that's assuming we could figure out how 
to do itin the first place. So the spectrogram is looking a lot better now, isn't it? 

Indeed, the iterative algorithm used to retrieve pulses in FROG will prove 
to be much more versatile than any of the above direct retrieval algorithms. 
For example, suppose you'd like to include a potential finite response time of 
the nonlinear medium used to make the measurements or the group-velocity 
dispersion the pulse experiences in propagating through said medium. This 
would achieve a more precise measurement. All of a sudden, the elegance 
of any quantity is gone, and the "modified Wigner Transform," for example, 
no longer easily yields the spectrum or intensity or has a direct inversion. 
The FROG spectrogram inversion algorithm, however, requires only minor 
modifications (see, for example, Chapters 16, 18 and 20). 

The bottom line is that the more complex spectrogram inversion algorithm 
is the investment whose payoff is a very simple apparatus and very general 
technique. And if you simply need to measure a pulse and don't really care 
how it's done, you can simply buy the FROG algorithm software for a few 
hundred dollars, and you're done. 

There is one quantity that can be generated in the lab and is a close relative 
of the spectrogram: the sonogram [38,39]. (By the way, there's no relation 
between this quantity and the medical images created using ultrasound that 
also go by the same name.) Experimentally, a sonogram involves spectrally 
filtering the pulse and then gating it in time, effectively the same operations 
as required by the spectrogram, but in opposite order. It's given by: 

Wf(w, r) == Ii: E(w')g(w - w') exp(+iw'r) dwf (5.12) 

where g(w - w') is a frequency-gate, analogous to the time-gate, g(t - r) 
used in the spectrogram. If g(w) is the Fourier transform of g(t), then it can 
be shown that the sonogram is precisely equivalent to the spectrogram! (This 
is why the FROG trace visually yields the group delay vs. frequency, as well 
as the instantaneous frequency vs. time; see Fig. 13.6.) 

Indeed, if a spectrogram is a musical score of the waveform, the sonogram 
is a musical score rotated by 90°. And if the spectrogram asks the question, 
"What frequencies are occurring at a given time?" the sonogram asks, "At 
what times does a given frequency occur?" 

To make a sonogram of a pulse in the lab, it's first necessary to generate 
a frequency-gate. This is usually done by frequency-filtering the pulse itself 
using a filter with a variable center frequency. This narrower-band pulse then 
undergoes cross-correlation with the original pulse for a range of different filter 
center frequencies. The sonogram is then the output energy vs. filter center 
frequency and delay. While "direct" inversion algorithms exist for sonograms, 
they require picking the "average" delay for each filter center frequency, which 
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can be very tricky. Experience has shown that it's better to use the FROG 
algorithm, which can be done since the sonogram is mathematically equivalent 
to the spectrogram [39]. 

Experimentally, the sonogram is more complex than FROG and also less 
sensitive than FROG because it performs the nonlinear-optical process after 
filtering, which throws away valuable pulse energy before it's needed. But it 
lacks the direction-of-time ambiguity of SHG FROG (see Chapter 6), so it's 
of interest in some cases. 

One final comment on the sonogram: you also can make one by simply 
placing a well-characterized frequency filter-with fixed central frequency­
in one arm of an SHG FROG device [40]. So this implementation is simpler 
experimentally than the standard sonogram arrangement. 
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6. FROG Beam Geometries 

Rick Trebino 

Introduction 

In the last chapter, we described the general concepts of FROG. And we 
gave examples from the polarization-gate version of FROG. But, because 
FROG is a spectrally resolved autocorrelation, every nonlinear-optical process 
that can be used to make an autocorrelator can also be used to make a FROG 
(see Fig. 6.l). In this chapter, we'll describe and compare the several most 
common FROG beam geometries and their traces, so you can choose which 
geometry to use for your application. 

The traces are slightly different for each of these geometries, and Fig. 6.2 
compares the traces of these different FROG techniques. Basically, the third­
order FROG geometries, such as polarization gating, self-diffraction, and 
transient grating, all yield traces that can be considered musical scores of the 
pulse, graphically depicting the frequency vs. time. On the other hand, the 
second-order FROG geometry, second-harmonic generation (SHG), yields 
a symmetrized version of these traces and so is a bit less intuitive. Third­
harmonic generation (THG) is intermediate between the two cases. 

WP ft pOll 

~~OG ~(j)_(j)_----~·"~~·O··.~ 
~ (3) L 

Pol X 

~~OG ===--=1~t;:O~'2 (j) x(3) ~ 

Fig. 6.1: Various beam geometries for FROG measurements of ultrashort pulses. The 
prismllens combination represents a spectrometer [7]. 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000



118 Rick Trebino 

Basically, if you have weak (i.e., nJ) pulses, use SHG FROG; it's the most 
sensitive geometry. If your pulses are more powerful, then you can use a 
third-order method. If your pulses are in the UV, you must use a third-order 
geometry because SHG crystals don't exist in the Uv. 

Polarization-Gate FROG 

Polarization-gate (PG) FROG [1-6] uses the polarization-gate beam geom­
etry, discussed in Chapter 3 and shown in Fig. 6.1 and in greater detail 
in Fig. 6.3. In this geometry, the pulse is split into two, with one pulse 
(the "probe") then sent through crossed polarizers and the other (the "gate") 
through a half-wave plate or other device in order to achieve a ±45 degrees 

8P11 

PGFROG 

SO FROG 

THO FROG 

8HGFROG 

Fig. 6.2a: Comparison of traces for common ultrashort pulse distortions for the most common 
FROG beam geometries [7]. 



FROG Beam Geometries 119 

PGFROG 

SDFROQ 

THO FROG 

HGFROG 

Fig. 6.2b: Comparison of traces for common ultrashort pulse distortions for the most common 
FROG beam geometries. Additional pulses [7]. 

linear polarization with respect to that of the probe pulse. The two pulses are 
then spatially overlapped in a piece of fused silica (or other medium with a 
very fast third-order susceptibility). In the fused silica, the gate pulse induces 
a birefringence through the electronic Kerr effect, a third-order optical nonlin­
earity, also known as the nonlinear refractive index. As a result, the fused silica 
acts as a wave plate while the gate pulse is present, rotating the probe pulse's 
polarization slightly, which allows some light to be transmitted through the 
analyzer. Because birefringence occurs only when the gate pulse is present, 
this geometry yields an autocorrelation measurement of the pulse if one sim­
ply measures the energy of the light transmitted through the analyzer vs. the 
relative delay between the two pulses. And by spectrally resolving the light 
transmitted by the analyzer vs. delay, a PG FROG trace is measured. 
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Fig. 6.3: Polarization-gate (PG) FROG apparatus. 

The PG FROG trace is given by: 

I$~OG(w, r) = 11.: E(t) IE(t - r)1 2 exp( -iwt) dtl2 (6.1) 

Note that the gate function in PG FROG is IE (t - r) 12, which is a real quantity 
and so adds no phase information to the gated slice of E(t) whose spectrum 
is measured. As a result, PG FROG traces are quite intuitive, accurately and 
visually reflecting the pulse frequency vs. time. Sample PG FROG traces are 
shown in Fig. 6.2. 

PG FROG is the most intuitive FROG variation, and it has many other 
desirable qualities. First, and most importantly, except for the trivial ones 
mentioned in the previous chapter (CPo and CPl), there are no known ambigui­
ties in PG FROG. Thus, PG FROG yields complete and unambiguous pulse 
intensity and phase characterization in all known cases. 

This lack of ambiguities is quite useful, but it's also interesting because 
it's well known that the spectrogram-which is different from FROG in that 
it uses an independent gate function (i.e., not a gate consisting of the pulse 
itself, as in FROG)-has an ambiguity in the relative phase of well-separated 
pulses. For such an independent-gate spectrogram, the relative phase of well­
separated pulses is completely undetermined. This is because, when the two 
pulses are separated by more than the gate width, the spectrogram splits into 
the sum of the two individual-pulse spectrograms, and the squared magnitudes 
prevent the determination of the relative phase. There are thus infinitely many 
different relative-phase values possible in the independent-gate spectrogram 
of well-separated pulses. This ambiguity doesn't occur in PG FROG because, 
in PG FROG (and all other versions of FROG), the gate is the pulse itself, 
so the pulses cannot be separated by more than the gate width under any 
circumstances. 
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Fig.6.4: a. Measured PG FROG trace of a linearly positively chirped pulse from a Ti : Sapphire 
amplifier. b. Computed PG FROG trace of the retrieved pulse. c. Retrieved intensity (solid) 
and phase (dashed) vs. time. Inset: retrieved spectrum and spectral phase [3). 

Figure 6.4 shows an example of a PG FROG trace of a linearly chirped 
pulse from a regeneratively amplified Ti : Sapphire laser and taken by Kohler 
and co-workers [3,7]. Note that it's customary to plot both the measured trace 
and the trace of the retrieved pulse, in order to compare them. They should 
look alike, as they do here. Also, (although not reported for this traces), it's a 
good idea to mention the FROG error, which is the rms difference between 
the two traces, which should be below 1 %, depending on the noise level. 

Another advantage ofPG FROG is that the nonlinear-optical process is auto­
matically phase-matched. This has two consequences: (1) alignment is easy; 
and (2) PG FROG has infinite bandwidth. So if you have a very broadband 
pulse, PG FROG is a good and often overlooked option. 

Disadvantages of PG FROG are that it requires high-quality polarizers (an 
extinction coefficient of better than 10-5 is recommended), which can be 
expensive (>$1000 for a l-cm calcite polarizer). In addition, high-quality 
polarizers tend to be fairly thick, so pulses can change due to material dis­
persion while propagating through them. This is not as problematic as it first 
appears because the full pulse intensity and phase are measured at the non­
linear medium, so it is possible to theoretically back-propagate the pulse to 
any point before or after the point where it was measured. Nevertheless, this 
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is somewhat undesirable. A further disadvantage of the requirement for high­
quality polarizers is that they are unavailable in spectral regions such as the 
deep UV «'"'-'250 nm). They also limit sensitivity because there is always 
some leakage. 

These disadvantages are not severe, however, especially for amplified ultra­
short pulses in the visible and the near-IR. And to date, the PG FROG technique 
has been used by many groups to perform multi-shot and single-shot measure­
ments of ultrashort pulses, and a commercial PG FROG product is currently 
available (from Positive Light). 

Typical values of the various optical elements in a multi-shot PG FROG 
device for measuring amplified 100-fs, 800-nm, > 100-nJ pulses from a 
regeneratively amplified Ti : Sapphire laser are as follows [3]. A 50% beam 
splitter splits the pulse to be measured into two, one of which passes through 
crossed calcite polarizers (extinction coefficient < 10-5; with minimal optics 
placed between them, to avoid depolarizing the beam), the other of which is 
polarization-rotated by a wave plate (or out-of-plane propagation) to a ±45-
degree (or circular) polarization. The pulses, lightly focused using a '"'-'50-cm 
lens, overlap in an approximately 100-j.Lm- to I-mm-thick piece of fused sil­
ica. The light passing through the second polarizer is the signal pulse, and 
it is sent into a 114-meter spectrometer incorporating a '" 1200-line-per-mm 
diffraction grating. A home-made spectrometer, using a grating and a pair 
of lenses also works well (the focus in the fused silica can function as the 
entrance slit; see Chapter 11). A video or CCO camera at the output plane of 
the spectrometer then measures the spectrum averaged over as many pulses 
as desired. The delay of one of the two pulses is then varied using a delay line, 
and the spectrum is measured for about 100 different delays, which are a few 
fs apart. The above spectrometer yields more than sufficient spectral resolu­
tion for measurements of '" 1 00-fs pulses, and it may be necessary to combine 
adjacent spectral values to reduce the number of points per spectrum. Indeed, 
for the measurement of significantly shorter pulses, a prism spectrometer may 
be used [8,9]. 

Finally, recall that PG FROG utilizes a third-order nonlinearity, so the signal 
intensity scales as the third power of the input intensity. Consequently, pulses 
that are longer or weaker by a factor of two yield one eighth the output power. 
And an increase in the spot size by a factor of two yields one sixty-fourth the 
signal intensity. The same is, of course, true for other third-order FROG and 
autocorrelation methods. 

Self-diffraction FROG 

Self-diffraction (SO) [10,11] is another beam geometry that uses a third­
order nonlinear-optical process for optical gating in FROG measurements (See 
Figs. 6.1 and 6.5). SO FROG also involves crossing two beams in a piece of 
fused silica (or other third-order nonlinear medium), but in SO FROG, the 
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Fig. 6.5: Self-diffraction FROG. 

beams can have the same polarizations. The beams generate a sinusoidal 
intensity pattern and hence induce a material grating, which diffracts each 
beam into the directions shown in Figs. 6.1 and 6.5. Spectrally resolving one 
of these beams as a function of delay yields a SD FROG trace, examples of 
which are shown in Fig. 6.2. The expression for the SD FROG trace is: 

Iiroa(ev, r) = Ii: E(t)2 E(t - r) exp( -ievt) dt 12 (6.2) 

SD FROG traces differ slightly from PG FROG traces [4]. For a linearly 
chirped pulse, the slope of the SD FROG trace is twice that of the PG FROG 
trace [4]. As a result, SD FROG is more sensitive to this and other even­
order temporal-phase distortions. It is, however, less sensitive to odd-order 
temporal-phase distortions. SD FROG also uniquely determines the pulse 
intensity and phase (except, of course, for ({Jl and ({J2). 

An advantage of SD FROG over PG FROG is that it does not require 
polarizers, so it can be used for deep UV pulses or pulses that are extremely 
short, for which high-quality polarizers are unavailable or undesirable. On 
the other hand, SD is not a phase-matched process. As a result, the non­
linear medium must be kept thin « "'-'200 11m) and the angle between the 
beams small « "'-'2 degrees) in order to minimize the phase mismatch. In 
addition, the phase mismatch is wavelength dependent. Consequently, if the 
pulse bandwidth is large, the SD process can introduce wavelength-dependent 
inefficiencies into the trace, resulting in distortions. These pitfalls are easily 
avoided for ~ I 00-fs pulses, and Clement and coworkers have shown that SD 
FROG is a good method for measuring amplified ultrashort pulses in the violet 
on a single shot [10]. Figure 6.6 shows two very short (20 fs) violet pulses 
measured using SD FROG. 
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Fig. 6.6: a,c. Measured SD FROG traces of a compressed 20-fs blue broadband continuum 
produced in an Ar-filled hollow fiber source with pulse energies of as much as 20 mJ. b,d. 
Retrieved intensity (solid) and phase (dashed) vs. time. Notice the third-order spectral phase 
distortions [12]. 

Transient-Grating FROG 

Ideally, one would like a beam geometry that is both phase-matched and 
free oflarge chunks of material, such as polarizers. The transient-grating (TG) 
beam geometry (see Figs. 6.1 and 6.7) is such a geometry, and we consider it 
to be the most versatile all-round beam geometry for FROG measurements of 
amplified ultrashort pulses [13]. Indeed, the TG geometry is very popular in 
nonlinear-spectroscopy measurements [14-16], also, and its advantages for 
such measurements are also advantages for FROG measurements [13]. 

The price for these advantages is added complexity. TG FROG is a three­
beam geometry, requiring that the input pulse be split into three pulses. Two 
of the pulses are overlapped in time and space at the optical-Kerr medium, 
producing a refractive-index grating, just as in SD FROG. In TG, however, 
the third pulse is variably delayed and overlapped in the fused silica and is 
diffracted by the induced grating to produce the signal pulse. The four beam 
angles (three input and one output) in TG geometries usually take the form of 
what is known as the BOXCARS arrangement [17], in which all input pulses 
and the signal pulse are nearly collinear, but appear as spots in the comers 
of a rectangle on a card placed in the beams. While nonlinear spectroscopists 
often use an arrangement in which two beams nearly counter-propagate with 
the other two [18,19], all four beams should nearly co-propagate in FROG 
measurements in order to avoid temporal smearing effects due to large beam 
angles. 
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Fig. 6.7: a. Measured PG FROG trace of an asymmetrical-intensity, slightly chirped pulse. 
b. TG FROG trace of the same pulse using the PG mode of TG FROG. c. TG FROG trace of 
the same pulse using the SD mode of TG FROG. Note that the slope of the TG FROG trace is 
larger in the SD mode, as expected. d. Retrieved intensity (solid) and phase (dashed) vs. time. 
e. Retrieved spectrum (solid) and spectral phase (dashed) [13]. All FROG errors < .01. 

The signal field in TG FROG is: Esig(t, r) = EI (t)E;(t)E3(t) where Ei(t) 
is the ith input pulse. Depending on which pulse is variably delayed (with 
the other two coincident in time), the TG FROG trace is mathematically 
equivalent to PG FROG or SD FROG. To see this, note that if pulse #2 is 
variably delayed, the signal pulse is given by: 

Since all pulses are identical, this becomes: 

lli'&"(w, r) = Ii: E2(t) E*(t - r) exp( -iwt) dt 12 (6.4) 

which is just the expression for the SD FROG signal field. 
An analogous argument shows that if either of the other two pulses is 

variably delayed, the signal field is identical to the PG FROG signal field 
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(with a reversed sign of the delay): 

Since all pulses are identical, this becomes: 

IkGJG(w, r) = Ii: IE(t)1 2 E(t - r) exp(-iwt) dtl2 (6.6) 

Changing variables, from t to t - r, and redefining r as -r, we have: 

IJr?JG(w, r) = Ii: IE(t - r)1 2 E(t) exp( -iwt) dtl2 (6.7) 

which is just the expression for the PG FROG signal field. Thus, TG FROG 
yields familiar traces. 

TG FROG has several advantages over its two-beam cousins. Unlike PG 
FROG, it avoids polarizers, so it does not distort extremely short pulses, and 
hence can be used in the deep UV (see Chapter 13). More importantly, it is 
background-free. It can use all parallel polarizations, which yields greater 
signal strength because the diagonal element of the susceptibility tensor is 
a factor of three larger than the off-diagonal elements used in PG FROG. 
This fact, coupled with the lack of polarizer-leakage background, makes TG 
FROG significantly more sensitive than PG FROG. Unlike SD FROG, TG 
FROG is phase-matched, so long interaction lengths in the nonlinear medium 
may be used, enhancing signal strength due to the length-squared depen­
dence of the signal. In addition, larger beam angles may be used than in SD 
FROG, reducing any scattered-light background. As a result, TG FROG is 
also significantly more sensitive than SD FROG. At the same time, TG FROG 
retains the intuitive traces and ambiguity-free operation common to these two­
beam FROG methods. The only disadvantage of TG FROG is the need for 
three beams and to maintain good temporal overlap of the two constant-delay 
beams. But we have found these requirements not to be particularly incon­
venient, and the advantages of this geometry far outweigh the disadvantages. 
For example, the large bandwidth of this entirely phase-matched geometry 
and the avoidance of potentially pulse-distorting polarizers make TG FROG 
ideal for measuring extremely short pulses ("-'20 fs) of a few tens of nJ or 
more. Indeed, Rundquist and coworkers have made such measurements with 
excellent results [20]. Figure 6.7 shows some TG FROG measurements of a 
regeneratively amplified Ti : Sapphire pulses [13]. 
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Second-Harmonie-Generation FROG 

SHG FROG involves spectrally resolving a standard SHG-based 
autocorrelator: 

I:gG(w, r) = Ii: E(t) E(t - r) exp( -iwt) dtl2 (6.8) 

The first such measurement was made by Ishida and coworkers in 1995, 
but they didn't attempt to extract the intensity and phase from their mea­
surements [21-23]. Kane and Trebino pointed out that it could yield the 
intensity and phase, although it had ambiguities, and they compared it to 
other FROG beam geometries in 1993, and DeLong and Trebino later devel­
oped a reliable pulse-retrieval algorithm [2,11,24]. Others rediscovered it later, 
occasionally referring to it by a different name, such as "spectrally resolved 
autocorrelation." [25]. 

Figures 6.1 and 6.8 show schematics of this method. The main advantage 
of SHG FROG is sensitivity: it involves only a second-order nonlinearity, 
while the previously mentioned FROG variations use third-order optical non­
linearities, which are much weaker. As a result, for a given amount of input 
pulse energy, SHG FROG will yield more signal pulse energy. SHG FROG is 
commonly used to measure unamplified pulses directly from a Ti : Sapphire 
oscillator, and it can measure pulses as weak as about 1 pJ; it is only slightly 
less sensitive than an autocorrelator. 

SHG FROG also achieves the best SIN ratios because its signal beam is 
a different color, so scattered light is easily filtered. And SHG FROG has 
proven ideal for few-fs pulse measurement. 

The main disadvantages of SHG FROG are that, unlike the previously 
mentioned third-order versions of FROG, it has a somewhat unintuitive trace 
that is symmetrical with respect to delay, and, as a result, it has an ambiguity 
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+ 

Fig. 6.8: Experimental apparatus for SHG FROG. 
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in the direction of time. The pulse complex amplitude, E(t), and its complex­
conjugated time-reversed replica, E*( -t), both yield the same SHG FROG 
trace. In terms of the intensity and phase, E* ( - t) corresponds to I ( - t) and 
-cjJ( -t). In the frequency domain, because E*( -t) Fourier-transforms to 
E*(w), E*( -t) corresponds to Sew), and -cp(w). Thus, when an SHG FROG 
trace is measured and the phase-retrieval algorithm is run on it, it is possible 
that the actual pulse is the time-reversed version of the retrieved pulse. 

This ambiguity can easily be removed in one of several ways. One is to 
make a second SHG FROG measurement of the pulse after distorting it in 
some known manner. The most common method is to place a piece of glass in 
the beam (before the beam splitter), introducing some positive dispersion and 
hence chirp into the pulse. Only one of the two possible pulses is consistent 
with both measurements. (Placing a piece of glass after the beam splitter-in 
only one beam-and measuring only a single SHG FROG trace is not sufficient 
to remove this ambiguity, unless traces using two different elements are made.) 
Another is to know in advance something about the pulse, such as that it is 
positively chirped. And finally, Taft [9] has found that placing a thin piece of 
glass in the pulse before the beam splitter so that surface reflections introduce 
a small trailing satellite pulse also removes the ambiguity. This method has the 
advantage of requiring only one SHG FROG trace measurement to determine 
the pulse (the time-reversed pulse in this case has a leading satellite pulse). 
We'll discuss this latter technique more in Chapter 11. 

In addition to the direction-of-time ambiguity, there is another class of 
ambiguities in SHG FROG. These ambiguities rarely appear in practical mea­
surements but are worth mentioning. If the pulse consists of two (or more) 
well-separated pulses, then the relative phase of the pulses has an ambiguity. 
Specifically, the relative phases, 1/10 and 1/10 + Jr, yield the same SHG FROG 
trace and hence cannot be distinguished. Note, however, that this ambiguity 
disappears when knowledge of the spectrum is available. This is because the 
spectral fringes that result have different phases (by Jr) for the two cases. 
Unfortunately, SHG FROG doesn't provide this information. This ambiguity 
is less severe than an ambiguity that occurs in standard spectrograms, which is 
complete indeterminacy of the relative phase between well-separated pulses 
(which also disappears when know ledge of the spectrum is available). Finally, 
if two well-separated pulses are symmetrical, one pulse's phase can also be 
time-reversed. 

The single most important experimental consideration in SHG FROG is 
that the SHG crystal has sufficient bandwidth (i.e., be thin enough, since the 
bandwidth is inversely proportional to the crystal thickness) to frequency­
double the entire bandwidth of the pulse to be measured (see Chapter 3 for a 
detailed discussion of phase-matching bandwidth). If the crystal is too thick, 
then the SHG FROG trace will be too narrow along the spectral axis, leading 
to non-convergence of the algorithm. It is important to realize that autocor­
relators carry the same crystal-bandwidth requirement, but this requirement 
is often violated in practice because, unlike FROG, no independent check of 
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the autocorrelation trace exists, and a distorted autocorrelation trace results. 
Also, a very convenient feature of FROG is that it is possible to correct for this 
effect (see Chapter 10) [9]. SHG FROG is the most common FROG method in 
use [2,4,5,8,9,24,25]. Indeed, since most labs already have an autocorrelator 
and spectrometer, SHG FROG is easy to set up: it simply requires placing the 
spectrometer behind the autocorrelator. 

Figure 6.8 shows a typical SHG FROG apparatus, consisting of a 50% 
beam-splitter, a delay line using two mirror pairs (or corner cubes) on transla­
tion stages to give variable delays, a 10- to 50-cm-focal-length lens or mirror 
to focus the pulses into the SHG crystal (usually KDP or BBO), and a 1/8- to 
1/4-m spectrometer/camera. A filter blocks the fundamental-frequency light, 
although this is also done by the spectrometer. As in autocorrelation and 
other pulse-measurement methods, the crystal thickness for measuring 100-fs, 
800-nm pulses should be no more than rv 300 !-tm for KDP and rv 1 00 !-tm for 
BBO. Figure 6.9 shows an experimental SHG FROG trace for a pulse with 
very small satellite pulses, the retrieved FROG trace, and the retrieved inten­
sity and phase. Note the good agreement between experimental and retrieved 
traces [7,24], even at the rv 10-4 level. The retrieved pulse yields a FROG error 
(the rms error between experimental and retrieved traces; see Chapter 10 for 
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(dashed) vs. time [7,24]. FROG error = 0.0016. 
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FROG can easily measure complex pulses. FROG errors in these measurements: 0.01 [27]. 

further discussion of the FROG error) of 0.0016, indicative of a very accurate 
measurement. We also refer you to the excellent recent work of Dudley and 
coworkers (Chapter 15), who've used SHG FROG to measure complex pulses 
resulting from propagation through 700 m of fiber [26]. 

Figure 6.10 shows another nice example of an SHG FROG measurement 
of a pulse, generated by Erik Zeek. 

Third-Harmonie-Generation FROG 

It is also possible to use third-harmonic generation (THG) as the nonlinear­
optical process in a FROG apparatus. This has been done by Tsang, et aI., using 
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THG [28], using highly focused beams, which has allowed the measurement 
of unamplified pulses from a Ti: Sapphire oscillator. Figures 6.1 and 6.11 
show the arrangement for THG FROG. 

The expression for the THG FROG trace is: 

I~gG(w, r) = Ii: E(t - r)2 E(t) exp( -iwt) dtl2 (6.9) 

which is similar to that of SHG FROG, except that one of the factors is squared. 
There are two possible signal beams that can be spectrally resolved in THG 
FROG measurements, and the choice of these beams determines which factor 
of the field, E (t) or E (t - r), is squared in the above expression. The choice 
is irrelevant and only serves to reflect the trace with respect to r. 

The main advantage ofTHG FROG is that, like the other third-order FROG 
methods, it removes the direction-of-time ambiguity that occurs in SHG 
FROG. In addition, the THG effect is sufficiently strong that THG FROG can 
be used to measure unamplified pulses from a Ti : Sapphire oscillator. Indeed, 
currently, the only third-order FROG method to achieve this measurement has 
been THG FROG. 

In terms of its performance, THG FROG is intermediate between SHG 
FROG and the other third-order FROG methods. It is less sensitive than SHG 
FROG, but more sensitive than PG and SD FROG. Its traces are similar to 
SHG FROG traces-somewhat unintuitive-but they have a slight asymmetry 
that distinguishes them from SHG FROG traces and removes the direction-of­
time ambiguity. On the other hand, THG FROG traces are not as intuitive as 
the other third-order FROG traces. And while THG FROG lacks the direction­
of-time ambiguity of SHG FROG, it does have relative-phase ambiguities with 
well-separated multiple pulses, as is the case for SHG FROG, but not for the 
other third-order FROG methods. And, for pulses that are perfectly linearly 
chirped and perfectly Gaussian in intensity, the sign of the chirp parameter is 
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Table 6.1: Comparison of the basic FROG geometries. Sensitivities are only approximate and assume 
the 8oo-run loo-fs pulses focused to about 100 j.Lm (10 j.Lm for THG) are to be measured [7]. 

Geometry PG SD TG THG SHG 

Nonlinearity X (3) X (3) X(3) X(3) X (2) 

Sensitivity ~l j.LJ ~1Oj.LJ ~O.l j.LJ ~0.03 j.LJ ~0.Q1 j.LJ 

(single shot) 
Sensitivity ~100nJ ~IOOOnJ ~lOnJ ~3nJ ~O.ool nJ 
(multishot) 
Advantages Intuitive Intuitive traces Bkgmd-free; Sensitive; Very sensitive 

traces; Sensitive; Very large 
Automatic Intuitive bandwidth 
phase traces 
matching 

Disadvantages Requires Requires thin Three beams Unintuitive Unintuitive 
polarizers medium; not traces; Very traces; 

phase short-A signal Short-A 
matched signal 

Ambiguities None known None known None known Relative phase Direction of 
of multiple time; ReI. 
pulses: phase of 
rp, rp ± 2nj3 multiple 

pulses: 
rp, rp + n 

indeterminate in THG FROG (although this is extremely unlikely to occur in 
practice). Thus, THG FROG represents a compromise between other FROG 
variations and hence may best be used only in special cases, such as for the 
measurement of an unamplified oscillator pulse train when only one trace 
can be made, no additional information is available, and direction-of-time 
ambiguity is unacceptable. 

Cascaded X (2) FROG (CC FROG) 

A method that simultaneously achieves intuitive traces, completely unam­
biguous intensity-and-phase measurement, signal light at the fundamental 
wavelength, and sufficient sensitivity to measure unamplified Ti: Sapphire 
laser-oscillator pulses would be very useful. Such a technique is FROG using 
cascaded X (2) effects for the optical nonlinearity, specifically, up-conversion 
(Le., SHG) followed by down-conversion. We refer to cascaded X (2) FROG 
beam geometries as CC FROG [29]. 

Cascaded X (2) effects simulate third-order nonlinearities but are signifi­
cantly stronger [30-32]. A number of applications requiring greater signal 
strength than is available from third-order materials have been proposed and 
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demonstrated using CC effects. Typically, CC effects involve SHG of one 
beam, followed by a down-conversion process involving the newly created 
second harmonic and another beam at the fundamental frequency. The signal 
beam is then at the fundamental frequency. The two processes are typically 
not simultaneously phase-matched, but can be approximately phase-matched, 
yielding an overall efficiency that is approximately the square of the SHG effi­
ciency. This efficiency can be considerably greater than that available from 
a single X (3) effect. 

Simply by inserting an SHG crystal into an SO FROG apparatus yields 
a cascaded X (2) self-diffraction FROG (CC SO FROG) apparatus. The CC 
SO process (without spectrally resolving the signal beam to make a FROG) 
was first studied by Oanielius, et al. [30], who showed that, in a SO geometry, 
SHG of one beam can be followed by a down-conversion process involving 
that second-harmonic beam and the other input beam yielding an additional 
beam at the input wavelength. No induced grating occurs, as in the usual 
self-diffraction process, however. 

CC SO FROG simply involves spectrally resolving this self-diffracted beam 
from a SHG crystal for a range of delays. The analogy to SO FROG is a good 
one: CC SO FROG traces made in this manner are mathematically identical 
to those made using a true third-order SO FROG beam geometry. As a result, 
they are quite intuitive, and, like SO FROG traces, they uniquely determine 
the pulse intensity and phase. 

CC FROG involving a polarization-gate (PG) beam geometry, which we 
call CC PG FROG, simply involves replacing the usual optical-Kerr medium 
between the crossed polarizers in a standard PG FROG arrangement with a 
type II SHG crystal. All other aspects of this geometry are identical to the 
usual PG arrangement. Again, the analogy to polarization gating is also valid: 
traces produced in this manner are identical to those of PG FROG using a true 
third-order medium. Use of a CC process, however, produces a device that is 
significantly more sensitive. 

Both CC SO FROG and CC PG FROG (which we collectively refer to 
as CC FROG) generate highly intuitive FROG spectrograms, yield unam­
biguous measurements, and involve detection at the input-pulse wavelength. 
And CC FROG is sufficiently sensitive that it can measure unamplijied 
Ti : Sapphire oscillator pulses. Because CC FROG traces are mathematically 
identical to highly intuitive SO or PG FROG traces, the standard FROG com­
puter algorithm works without modification for CC FROG traces. Finally, a 
second-harmonic beam propagating between the two input pulses is neces­
sarily simultaneously produced in both CC FROG apparatuses, so an SHG 
autocorrelation or SHG FROG trace can easily be obtained if corrobora­
tion is desired or if the laser intensity drops so that additional sensitivity 
is required. 

Consider first CC SO FROG. The second-harmonic field produced by a 
pulse, E(t), is given by ESH(t) ex: E(t)2. If this field then acts in conjunction 
with a delayed replica of the pulse, E(t - r), in a down-conversion process, 
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as Danielius, et al. have shown, the following field results: 

ECCSD(t, r) <X ESH(t)E*(t - r) 

Substituting for ESH(t), we have: 

ECCSD(t, r) <X E2(t)E*(t - r) 

(6.10) 

(6.11) 

This expression has the same dependence on the fields as self-diffraction, a 
third-order process. While the phase-matching properties of the two second­
order processes involved are different, use of a small beam angle (about a 
degree) maintains approximate phase-matching in both processes simultane­
ously. Typically, a type I SHG crystal is used and therefore the polarizations 
of the two input beams are the same. 

Now consider CC PG FROG. First, a type II SHG crystal is placed between 
the two polarizers with its principal axes parallel and perpendicular to those of 
the polarizers (and so does not introduce additional leakage despite its bire­
fringence). As in a standard polarization-gate apparatus, the beam passing 
through the crossed polarizers (the "probe" beam) is horizontally polarized, 
and the "gate" beam has both polarizations (and, ideally, is 45-degree linearly 
polarized or circularly polarized). In the first second-order process, the verti­
cal polarization component of the gate beam, Ev(t - r), combines with the 
horizontally polarized probe beam, E(l), to produce phase-matched type II 
second harmonic: ESH(t, r) <X E(t)Ev(t - r). The second second-order 
process then involves this newly produced second harmonic, E SH (t, r), com­
bining with the horizontally polarized component of the gate beam, E h (t - r), 
to produce vertically polarized light collinear with the probe beam and at the 
fundamental frequency. This vertically polarized light then passes through the 
polarizer and is the signal. This signal pulse field has the expression: 

Eccpo(t, r) <X ESH(t)Eh(t - r)* 

Substituting for ESH(t, r), we have: 

EccPG(t, r) <X E(t)Ey(t - r)Eh(t - r)* 

(6.12) 

(6.13) 

But both polarization components of the gate pulse are identical, so Ey(t -
r) = Eh(t - r) == E(t - r). Thus, we have: 

EccPG(t, r) <X E(t)IE(t - r)1 2 (6.14) 

which is the same expression as for the usual (third-order) PG FROG. 
Unlike the CC SD process described above, this CC PG process is com­

pletely phase-matched. As long as the crystal's extraordinary polarization 
axis is perpendicular to the plane of the beams, both extraordinary rays have 
the same refractive index, and, if one process is phase-matched, the other 
process is also necessarily phase-matched, independent of the angle between 
the probe and gate beams. 
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We can estimate the nonlinear-optical efficiency of these processes. We first 
note that (assuming at least approximate phase-matching) the efficiency of the 
down-conversion process is about the same as that of the SHG process. So the 
overall cascaded X (2) process efficiency is clearly approximately the square 
of the SHG efficiency. Since it is straightforward to achieve few-percent SHG 
efficiency with "'nJ 100-fsec pulses typical of Ti : Sapphire oscillators, we 
then obtain'" 1 0-4 efficiency for the cascading of the two X (2) processes. The 
efficiency of the overall process is thus sufficient to achieve measurements of 
un amplified Ti : Sapphire oscillator pulses. 

A CC FROG apparatus that we've built consists of a 50/50 beam splitter, a 
delay line and recombining optics, a 200-mm focal-length lens, and a I-mm 
thick type I BBO crystal. The beam interaction angle external to the crys­
tal, which must be kept small to approximately phase-match both cascaded 
processes in CC SO FROG measurements, was l.so. The crystal was aligned 
to yield collinear SHG of each individual beam and also non-collinear SHG 
involving both beams, thus verifying, not only the phase-matching require­
ments, but also the beam overlap in time and space. This alignment then 
guarantees the existence of the CC SO beam, as well as the CC PG signal beam 
when polarizers and a type II crystal are used. The signal beam (whether SO or 
PG) was then apertured and recollimated. The signal efficiency was approx­
imately 10-4 in CC SO FROG measurements of the Ti : Sapphire oscillator 
and about 10-3 in CC PG FROG measurements of attenuated regeneratively 
amplified pulses of about 100 nJ. The signal beam was spectrally resolved 
and detected using a 270 mm focal length, 600 linelmm grating Spex 270M 
imaging spectrometer and CCO camera (although we obtain similar results 
using a non-imaging or home-made spectrometer and inexpensive TV cam­
era). It's important to use considerable care to suppress scattered light from 
the input beams, which is of the same color and at nearly the same propagation 
direction as the signal beam. 

While CC FROG isn't well known, both CC FROG techniques appear to be 
ideal for measuring pulses from Ti : Sapphire lasers. While CC FROG is not 
quite as sensitive as SHG FROG and requires more care to set up than SHG 
FROG due to scattered input -beam light at the same wavelength as the signal, it 
is sufficiently sensitive for routine oscillator measurements that may require 
intuitive traces and freedom from direction-of-time ambiguity. Of the two 
methods, CC SO FROG is probably to be preferred for routine applications. 
This is because it avoids polarizers, which can distort the pulse [29]. 

Collinear Type II SHG FROG 

All the beam geometries we've discussed so far have involved crossed 
beams. What if you absolutely have to use collinear beams? It's possible to do 
so and hence to perform interferometric SHG FROG or interferometric THG 
FROG (in analogy to interferometric autocorrelation). But, while altering 



136 Rick Trebino 

the standard FROG algorithm to retrieve the pulses from such interferometric 
traces is in principle straightforward, it has not seen the intensive development 
that other FROG geometries have enjoyed. As a result, we'll take a different 
and simpler approach. 

But first, why bother with collinear beams? It's much harder to align 
collinear beams. When would we absolutely require collinear beams? Here's 
an example: Suppose you're focusing your beam to < Ij.Lm in a biological 
sample, and you really need to know the pulse length at the sample. You must 
use the entire numerical aperture (NA) of the microscope objective, so it's not 
possible to cross beams. 

Here we describe a collinear FROG geometry, which yields standard SHG 
FROG traces. It is Type II second harmonic generation (SHG) FROG [33,34]. 
Since the beams are collinear, we can use the full numerical aperture of the 
objective. The experimental setup for Type II SHG FROG is similar to stan­
dard non-collinear SHG FROG, except that the beams are collinear, and there 
is a 90° difference in polarization between the two input pulses. Type II SHG 
FROG also uses Type II phase-matching instead of Type I phase-matching. 
Figure 6.12 shows a diagram of the Type II SHG FROG device used for the 
measurements we'll describe. Using two half-wave plates balances the disper­
sion of the two input beams while providing a 90° rotation of the polarization 
of one beam with respect to the other. 

One important consideration in Type II SHG FROG is that the two different 
polarizations propagate with different propagation velocities, producing a 
temporal walk-off between the two input pulses [35]. For a 50 f-lm thick 
Type II potassium di-hydrogen phosphate (KDP) crystal, the temporal walk­
off could be as much as 8 fs depending on the orientation of the axes. For 
thicker crystals or other crystals such as beta barium borate (BBO), which 
have greater differences in the propagation velocities, the walk-off can be 
larger. Such large walk-offs would badly distort the FROG signal for pulses 
<50 fs. So this method should be avoided for such short pulses. Also, highly 
focused pulses can be distorted if a non-achromatic lens is used [36,37], so 
care must be taken in focusing such pulses. 

"'----_-' to spectrometer 

Fig. 6.12: Schematic of the collinear Type II SHG FROG used to characterize the pulses at the 
focus of the objective [33,34]. 
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Fig. 6.13: a. The measured (symmetrized) FROG trace taken at the focus of a Zeiss 
CP-Achromat 100 x, 1.25 NA, infinity-corrected oil objective (left). The FROG trace retrieved 
by the SHG FROG algorithm (right). The FROG error for the retrieval on a 128 by 128 grid 
was 0.0028, indicating that the retrieval is quite accurate. b. The retrieved intensity and phase 
at the focus vs. time (left). The temporal FWHM is 20 fs. The retrieved spectral intensity and 
spectral phase at the focus vs. wavelength (right). The spectral FWHM is 49 nm [33,34]. 

In situations where focusing is very tight, the interaction region is effec­
tively the confocal parameter of the beam, which can be much shorter than the 
nonlinear medium. This reduces the temporal walk-off to negligible values 
when high-NA objectives are used. We note that the short interaction region 
also increases the effective phase-matching bandwidth. Of course, rather than 
using the length of the focal region to limit the effects of walk-off and the 
phase mismatch, one could also use a thinner crystal. 

The length of the interaction region for our measurements was rv 1.6(.Lm. 
Such a short interaction region indicates that the temporal blurring due to 
the walk-off in the crystal should be minimal. In addition, this interaction 
length is much shorter than the phase-matching length in the crystal. Thus, 
the walk-off and thickness of the crystal may be ignored. 

Figure 6.13 shows the measured Type II SHG FROG trace when focusing 
with a Zeiss CP-Achromat lOOx, 1.25 NA objective and the retrieved the 
intensity and phase of the pulse, obtained using the standard SHG FROG 
algorithm [7]. The FROG error for the retrieval on a 128 by 128 grid was 
0.0028, and the retrieved trace is quite similar to the (symmetrized) trace. 

There are many interesting issues associated with trying to measure pulses 
at such a tight focus, and we encourage you to have a look at the more detailed 
articles on the subject [33,34]. 
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7. Geometrical Issues: Single-shot FROG 

Rick Trebino 

Single-shot FROG 

In all the FROG beam geometries we've just discussed, the relative delay 
is varied by scanning a mirror position. Because only one value of the delay 
can be set at a time, only one spectrum can be taken at a time. As a result, 
to produce a FROG trace, these methods require measuring spectra over at 
least as many laser pulses as the desired number of delay values. More, if 
we average over more than one pulse for each delay. But what if you've just 
amplified your pulse up to a Joule, and the rep rate is one pulse per hour, and 
you just don't feel like waiting around for the day or two it'll take to measure 
it with such a multi-shot method? 

Here's another issue: In multi-shot measurements, an implicit assumption 
is that the pulse intensity and phase are the same for each pulse in the measure­
ment. This is usually a pretty good assumption for Ti:Sapphire oscillators. But 
what if you're measuring pulses from, say, a free-electron laser, and they're 
varying like crazy from pulse to pulse, and you'd like to know the intensity 
and phase of just one? Or you'd like to see just how the phase vs. time varies 
from pulse to pulse in a kHz train of mJ pulses (you wouldn't be alone here; 
this is an interesting measurement waiting to be done for most ultrafast lasers; 
perhaps you'd like to do it for yours ... ). 

It turns out that it's easy to make a single-shot measurement. The only 
condition is that the beam spatial profile is smooth (which is either true already 
or can be made to be true by spatial filtering). It involves mapping delay onto 
transverse position, so the relevant transverse spatial coordinate becomes 
the delay axis. Frequency will be the other transverse spatial coordinate, so 
a camera then can see the entire trace of a single pulse. Single-shot FROG 
techniques tum the spatial mode of the signal beam into the pulse's FROG 
trace for a camera to record. 

All single-shot FROG techniques work like this: the pulse is split into two 
beams, as usual, but this time the beams are large (say, a few mm in diameter); 
a cylindrical lens focuses both beams to a line; and they're then crossed at a 
large angle. Figure 7.1 shows the effect of crossing two beams at a large 
angle. Note that, in the center, the beams overlap in time (the relative delay 
is zero). Toward the top of the figure, one pulse precedes the other, while, 
toward the bottom of the figure, the other precedes the one. Thus the delay 
varies transversely across the medium [1-19]. 

Now, if we simply image the nonlinear medium onto a camera, we'll gen­
erate a single-shot autocorrelation. To make a single-shot FROG device, we 
instead image the medium onto the entrance slit of an imaging spectrometer. 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000



142 

(b) 

Pulse #1 

Rick Trebino 

(a) Nonlinear medium 

Pulse #1 -----.. 
~ 

Pulse #2 

Nonlinear medium 

Pulse #1 Here, pulse #1 arrives 
- - - - - - . earlier than pulse #2 

Here, pulse #1 and 
- - - - - - - pulse #2 arrive at the 

same time 

- - - - - - . Here, pulse #1 arrives 
Pulse #2 later than pulse #2 

Nonlinear medium 

Signal ----. ___ PIUIS!~ Signal 
pulse 

====I==~ ~ --- --_. 
Pulse #2 

Fig. 7.1: (a) Single-shot FROG (or autocorrelation). The relative delay between two crossed 
input beams is zero along the center dashed line, but, above it, one beam precedes the other, 
and, below it, the other precedes the one. This effect allows us to achieve single-shot operation 
if we image the medium onto the entrance slit of a spectrometer, and then detect at the output of 
the spectrometer using a multi-element detector (Le., a camera), which resolves the transverse 
position. (Imaging onto a camera, without the spectrometer, yields a single-shot autocorrela­
tion.) (b) Single-shot measurement of a long pulse (left). The signal pulse has a large beam 
diameter, indicating the long duration of the pulse. Single-shot measurement of a short pulse 
(right). The signal pulse has a small beam diameter, indicating the short duration of the pulse. 

The imaging spectrometer then disperses the beam in frequency in a manner 
that's independent of position on the entrance slit (which is required since our 
beam will extend along the slit). At the output of the imaging spectrometer, the 
delay will vary, say, vertically, and frequency will vary horizontally, yielding 
a FROG trace for a single pulse. Simple! Indeed, it's generally easier to set 
up a single-shot FROG than a multi-shot one. 

To see how much delay we can create in this manner, consider that, if () 
is the angle between the beams in the nonlinear medium, then the range of 
delays across the beam is ~ r: 

I ~r=2(djc)tan«()j2)~d()jc I (7.1) 

where d is the beam diameter, and the approximate result (here and elsewhere 
in this chapter) will apply when () is small (see Fig. 7.2). 

The delay is a function of transverse coordinate, x. If we set the delay to 
be zero at the center of the beams, the delay, r, vs. x will be: 

rex) = 2(xjc) sin«()j2) ~ x()jc (7.2) 
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Fig. 7.2: Schematic of two ultrashort pulses of beam diameter, d, crossing at an angle, e, for 
several times (f\ , f2, f3, and (4) as they propagate through each other. We consider the pulses at 
time, f3 , when their relative delay is zero at one edge, but not zero at the other. Specifically, the 
upward propagating pulse precedes the other at the latter edge by 2d tan(e /2). 

The delay-range and delay-vs.-x results are slightly different for the differ­
ent nonlinear-optical interactions (the precise results depend on the direction 
of the signal beam). The above result applies specifically to SHG, but, in the 
small-angle approximation, the expressions are all the same. 

As an example, let's implement PG FROG in a single-shot beam geometry 
to measure a few-hundred-fs pulse. We begin by focusing two "'-'3-mm diam­
eter beams with a cylindrical lens and crossing them at a fairly large angle, 
say, "'-' 1 0°. In this manner, the relative delay between the pulses varies with 
position at the fused silica nonlinear medium. This yields a range of delays 
of about 1.5 ps, which covers the possibility that the pulse may be consider­
ably longer. The delay increment will depend on the number of pixels in the 
array detector used. A spherical lens (not another cylindrical one; you need to 
image in both dimensions) then images the line-shaped beam-overlap region 
at the fused silica onto the entrance slit of the spectrometer, so that delay is 
then mapped onto position along this slit. The optics of the spectrometer then 
image this delay variation onto the exit plane of the spectrometer. As a result, 
at the exit plane of the spectrometer (shown on its side in Fig. 7.3), delay 
proceeds horizontally and frequency proceeds vertically, and the entire trace 
is obtained on each laser shot. 

It is essential, in using this type of beam geometry, to maintain excellent 
spatial beam quality, and spatial filtering of the beams before the FROG device 
is recommended unless you're really confident in your beam quality. Single­
shot PG FROG experiments were first performed on visible and 308-nm UV 
pulses by Kane and Trebino [8,20]. And Positive Light sells a nice single-shot 
PG FROG device. 

Also, a common use of single-shot PG FROG is to align amplifiers, when 
the pulse repetition rate can be low, say, 10Hz. Check out the nice traces in 
Chapter 13 on high-power measurements. 
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Fig.7.3: Top: diagram of the key components of a single-shot apparatus, in which a cylindrical 
lens focuses the beams to lines in the nonlinear medium. Bottom: Layout of an entire single-shot 
PG FROG device. 

By the way, just because a measurement technique is single-shot doesn't 
mean you can't average over many pulses. The single-shot methods we're 
talking about collect the entire trace on one pulse, but you can still average 
over many such (hopefully identical) pulses to take advantage of, not only the 
improved signal-to-noise-ratio achieved by averaging, but also the simpler 
apparatus of single-shot methods. It's considerably easier to cross line-shaped 
beams at a large angle than to scan a delay stage and take numerous spectra. 
Crossing line-focused beams in space and time involves only one sensitive 
alignment degree of freedom while crossing spherically focused beams in 
space and time involves three. Also, cameras work beautifully, are incredibly 
sensitive, and are inexpensive. So if a pulse's spatial mode quality is good, 
single-shot methods are generally preferred. Their main drawback is that the 
line focus has less intensity than the spherical focus, so they're an order of 
magnitude or three less sensitive than multi-shot methods. 
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Fig.7.4: Experimental single-shot PG FROG measurements of a simple linearly chirped pulse 
(left) and a complex pulse (right). Traces taken by Prof. Bern Kohler while at UCSD. 

In the above example, we achieved a range of delays of about'"" 1 ps. What 
if the pulse to be measured is longer? How about 50 ps? While we can without 
too much trouble use a beam a cm or two in width and an angle up to about 20° 
or 30° (achieving non-collinear phase-matching could become an issue for 
larger angles), generating more than about lOps of delay using crossed beams 
is difficult. 

Fortunately, it's also possible to tilt the pulse to achieve larger ranges of 
delays. This is accomplished with a dispersive optical component, such as a 
prism or grating (see Fig. 7.5). Physically, the prism accomplishes this because 
the rays that pass through the thicker region of the prism see more glass and 
experience the slower group-velocity of glass more than the rays that pass 
through air, whose group velocity is essentially that of vacuum. The near­
grazing-incidence grating accomplishes this because rays that diffract off the 
front edge of the grating have a shorter path to travel. More mathematically, 
a fundamental property of dispersion is pulse tilt [21]. 

Single-shot operation is easily achieved with all FROG beam geometries in 
a similar manner. It should be emphasized that all such measurements require 
an imaging spectrometer, that is, a spectrometer that images the entrance slit 
onto a focused and untilted slit pattern at the exit plane. Because commercial 
spectrometers use off-axis reflections, they typically are not of this type, unless 
specifically designed, usually with aspherics, to be so. Interestingly, a simple 
"home-brew" spectrometer, discussed in Chapter 11, is, in fact, an imaging 
spectrometer, provided that on-axis propagation occurs at both lenses. 
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Fig. 7.5: Using dispersive elements to tilt the pulse in order to achieve larger ranges of delay. 
Top left: In passing through a prism, light that passes near the tip sees less material than does 
light that passes near the base. While the phase delay vs. transverse position results in the phase 
fronts remaining perpendicular to the direction of propagation, the group delay is longer and 
results in pulse fronts having tilt, as shown. Top right: In diffracting off a grazing-incidence 
grating, light takes different paths, and the pulse front tilt is clear from the drawing. Bottom: 
Implementation of this idea in an autocorrelator [22]. 

Geometrical Time-Smearing 

Single-shot measurements take advantage of the fact that the delay varies 
across the nonlinear medium because the beams are crossed at an angle, a 
desirable effect. In multi-shot versions of FROG, however, where a translation 
stage varies the delay, this effect still occurs and is undesirable; it results in 
the simultaneous occurrence of a range of delays rather than one single value 
of the delay. 

In general, geometrical distortions occur in pulse measurements because, 
when beams are crossed at an angle, and a signal beam emerges in its own 
direction, the delay between the two input pulses typically varies from point to 
point throughout the nonlinear medium. As a result, a detector may see signal 
light created in spatial regions of the nonlinear medium that correspond to 
many different delays, rather than the single value of the delay indicated by 
a movable mirror's translation-stage position. This geometrical distortion or 
"smearing" of the delay will yield distortions in an autocorrelation, FROG, 
or any other pulse measurement. 

There are two types of geometrical distortions: transverse and longitudi­
nal. In the transverse case, the delay varies transversely across the nonlinear 
medium, and any detector that collects signal light from the entire transverse 
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extent of the medium will sample a range of delays at any given time. This 
is the effect that we exploit for single-shot measurements. In the longitudinal 
case, the delay varies longitudinally along the signal beam as it propagates 
through the nonlinear medium, and all detectors, which necessarily collect 
signal light from the entire longitudinal extent of the medium, will sample a 
range of delays along any given ray [17]. In both cases, distortions, specifi­
cally, a broadening of the measured trace in the delay direction, will occur, 
resulting in a longer measured pulse width than would be correct. 

Now, if there's anything an ultrafast scientist really hates, it's something 
that claims his pulses are longer than they really are. So it's crucial, for more 
than just scientific reasons, to understand and eliminate these effects. 

Fortunately, geometrical time-smearing is usually negligibly small in 
FROG, and there are many simple methods for reducing, eliminating, or 
avoiding these effects. Usually, it can be effectively suppressed by proper 
choice of beam geometry, use of small beams and small angles, or spatial 
filtering. In addition, we'll see that single-shot SHG FROG turns out to be 
immune to all geometrical smearing effects. And there's even a method for 
correcting for the typically small amounts of longitudinal distortion [17]. So 
no measurement should ever be adversely affected by them. Indeed, I know of 
no report of a measurement that was non-negligibly affected by such distor­
tions. But that doesn't mean that you shouldn't understand them; I'm looking 
for an example for the next edition of this book. 

Transverse Geometrical Distortions in FROG 

As we mentioned, transverse variation in the delay (see Fig. 7.1) is actually 
the desired effect in single-shot autocorrelation and FROG geometries. Single­
shot FROG, in fact, requires that we go to some length to increase this effect! 
As a result, all single-shot pulse-measurement techniques are completely free 
of transverse geometrical distortions. 

In multi-shot measurements, on the other hand, when we do not spatially 
resolve the signal beam, transverse variations in the delay broaden the trace 
and hence the measured pulse, too. We've already considered single-shot 
FROG, where these effects are desirable, and the same discussion applies in 
multi-shot FROG, when they're not. So the transverse geometrical smearing 
time, !::. Ttrans, is: 

!::'Ttrans = 2 (djc)tan(ej2) ~ dejc (7.3) 

But whereas the range of delays across the medium must be large compared 
to the pulse length in single-shot arrangements, in multi-shot FROG, they must 
be small. Specifically, the range of delays across the focused beam diameter in 
the medium must be kept small compared to the smallest temporal variations 
in the pulse, typically, the pulse coherence time, Tc. For small angles, this 
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condition is simply: 
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de -« re 
e 

(7.4) 

This condition is usually very easy to satisfy. We're focusing tightly anyway 
to obtain high intensity in the nonlinear medium, and a small angle is required 
for interaction-length and phase-matching considerations. But is it always 
possible to satisfy this condition? It turns out that, in the extreme case of pulses 
with bandwidths on the order of their average frequency, i.e., ultrabroadband 
pulses (such as single-cycle pulses), this condition actually turns out to be 
impossible to meet. 

To see this, recall that the coherence time is re ~ 1 I L\ v, and for such 
broadband pulses, L\ v ~ v, so, for such pulses, re ~ 1 I v. Now, consider that 
the best we can hope to do is to propagate the two input beams parallel to each 
other and as close as possible to each other (i.e., one input beam diameter, 
di , apart) and then to focus and cross them with a lens of focal length, I. 
Which focal1ength and which input beam diameter to use are questions we 
must answer by our analysis. For Gaussian beams, the focused spot size will 
be approximately d ~ IAldi, and the crossed-beam angle will be e = d;/I. 
Substituting into Eq. (7.4), we find: 

de 
- = (fAldi)(d;/f)le = Ale = I/v = re 
e 

(7.5) 

Amazingly, the focal length and input beam diameter cancel out! Also, the 
minimum geometrical smearing is one optical period! And in this ultrabroad­
band case, one optical period corresponds precisely to the coherence time! 
So de Ie cannot be much less than re , because the best we can do is to make 
them equal-independent of the input beam size and lens focal length. Thus, 
beams with temporal structure on the order of one optical period (that is, have 
a bandwidth on the order of the frequency of the pulse) will necessarily require 
effort to avoid distortions in multi-shot measurements. 

On the other hand, in measurements of the shortest pulse ever created 
at the time of this writing (2.5 cycles )-where such distortions should be 
the most deleterious according to the above argument-they in fact proved 
to be negligible. This is because this record-setting pulse had a bandwidth 
of only about half of its frequency, order-unity factors we neglected in our 
rough estimate must also be considered (and they tum out to be helpful), 
and the smearing parameter affects the pulse measurement as the square in 
a Pythagorean sum (see Chapter 14). Thus, the pulse-measurement problem 
has to become fairly extreme before transverse geometrical smearing is an 
issue. 

Nevertheless, people worry about this effect (someone once went so far as 
to announce in a conference talk that, due to this effect, FROG was "dead"). 
So it's worth mentioning that this distortion is easily suppressed by spatially 
filtering out the edges of the signal beam, as shown in Fig. 7.6. Interestingly, 
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Fig. 7.6: Simple method for suppressing transverse geometrical distortions in multi-shot FROG 
measurements. Since the signal beam must be imaged onto a spectrometer slit, and the off-center 
regions of the signal beam correspond to undesired values of delay, it is simply necessary to 
close the slit somewhat to eliminate the undesired values of the delay. 

the lens and slit are already present in most FROG apparatuses, since the next 
device that the beam sees is a spectrometer! So this method for removing 
transverse geometrical distortions is not only effective, but also free, and 
it takes almost no time to implement! Thus, even in the most extreme cases, 
transverse geometrical distortions shouldn't be a problem. 

We delay a quantitative, practical analysis of transverse geometrical 
smearing until the chapter on the measurement of near-single-cycle pulses 
(Chapter 14), where it is more relevant. But we conclude that, while one must 
keep this effect in mind when setting up apparatus, it plays a minimal role 
in FROG as well as in autocorrelation. And, even in extreme cases (such as 
few-fs pulse measurement), when it could playa role, and extremely precise 
results are required, filtering removes it effectively if it isn't negligible to 
begin with. 

Finally, our results for transverse geometrical smearing were derived specif­
ically for SHG FROG. Transverse distortions can also broaden traces in other 
multi-shot versions of FROG, but the small-angle approximation to our results 
applies to them as well. We conclude that this effect will be equally small 
in these geometries. In addition, the resulting (potentially broadened) traces 
will not correspond to traces of actual pulses (as is the case for SHG FROG). 
This is because, while SHG FROG traces are necessarily symmetrical with 
respect to delay, the traces of these other methods are not. For example, unlike 
SHG FROG, where the relative widths of the trace in the delay and frequency 
directions indicate the chirp, it's instead the slope of the trace in other FROG 
methods that indicates the chirp. Thus, since the frequency width and slope of 
a non-SHG FROG trace will remain unchanged, this effect should cause even 
less error in these other versions of FROG. By the way, the same is true for 
broadening due to longitudinal distortions, as well. 

So if you hear someone talking about his world's record 1-fs pulse, which 
he first measured to be 100 fs long, but which he then reduced in length 
by making massive corrections due to huge transverse geometrical smearing 
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effects, I hope you'll ask a very pointed question. Don't laugh; something like 
this has already happened, and I had laryngitis at the time. 

Longitudinal Geometrical Distortions in FROG 

Longitudinal distortions occur when the delay varies along the signal 
beam direction as it propagates through the nonlinear medium (see Fig. 7.7). 
Whereas transverse distortions allow us to perform single-shot measurements 
and hence can be useful, longitudinal geometrical distortions, on the other 
hand, have no known useful purpose and hence must be minimized, avoided, 
or removed. Fortunately, this effect is also almost always negligible, but there 
are extreme cases when it is not, so again, it's important to consider. 

Fortunately, when an autocorrelation or FROG signal beam propagates 
along the bisector of the angle formed by the input beams (see Fig. 7.8), the 
relative beam delay remains the same along all rays of the signal beam for 
the entire length of the nonlinear medium. Consequently, methods in which 
the signal beam bisects the input beam angle are free from longitudinal geo­
metrical distortions. This is case for all SHG-based methods. Thus, because 
they lack longitudinal geometrical distortions and use the transverse delay 
variations to achieve single-shot operation, single-shot SHG autocorrelation 
and single-shot SHG FROG have no geometrical distortions at all. 

On the other hand, longitudinal distortions do occur in all beam geometries 
in which the signal beam does not propagate as the bisector of the input beams, 
that is, all third-order geometries and even second-order cross-correlation ­
measurements if the two pulses are different colors. 

We can calculate the amount of longitudinal geometrical smearing for a 
single-shot polarization-gate FROG or autocorrelation beam geometry. The 
geometrical distance walked by the zero-delay point, g, can be calculated 
by inspection of Fig. 7.9, which shows the paths of the two beams through 

Nonlinear medium 

Signal-beam 
and its direction - ,- - -. ~ 

Zero-delay point at t3 \ zero-~-elay point at 
entrance to medium '--__ ...J exit from medium 

Fig.7.7: Asymmetric beam geometry used for PG FROG, in which the signal beam propagates 
collinearly with one of the input beams (and not along the bisector of the input beams). The 
zero-delay point shifts as a function of depth in the nonlinear medium. Thus, along any path 
of the signal beam, a range of delays is sampled. This geometry experiences longitudinal 
distortion, whether used in the single- or multi-shot configuration. The signal pulse shown 
reveals the resulting (broadened) width of the trace in a single-shot PG FROG measurement. 
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Fig. 7.8: Symmetrical beam geometry showing the two crossed beams at three distinct times 
as they propagate through the nonlinear medium. Here the signal beam propagates along the 
bisector of the input beam angle. Note that, along the dashed line (and all other lines parallel 
to it), the same relative beam delay occurs for the entire length of the medium. Thus, no 
longitudinal distortion is present when the signal beam propagates along the bisector of the 
two input beams. The signal pulse shown reveals the resulting (accurate) width of the trace in 
a single-shot SHG FROG measurement. 

Zero-delay point at 
entrance to medium 

\ Signal-beam 
and its direction 

'IL'-:~7--ot1 r -- r --­_ ? _ U~_ 

\ Zero-delay point at 
exit from medium 

Fig.7.9: Beam geometry for calculating the longitudinal geometrical smearing. The two black 
solid arrows represent the two beams. The zero-delay point drifts transversely by a distance, 
g, Similarly, the point of any particular delay drifts the same amount. 

the nonlinear medium of length, L (over the time L I c). Note that the zero­
relative-delay point drifts a distance g downward along the black dashed line. 
If we observe that the black dashed line (the zero-delay line) bisects the angle 
formed by the two beam paths, we can calculate g: 

g = Ltan(O/2) ~ LO/2 (7.6) 

The amount of smearing, ~ rlong , to which this corresponds in a single-shot 
geometry depends on the mapping of delay onto position. Above, we saw that 
the delay vs. position is rex) ~ xO Ie in the small-angle approximation, so 
the delay per unit position will be: Ole and the smearing will be g times this 
amount or gO I e: 

(7.7) 

In this result, we can see that the length of the nonlinear medium now plays 
the key role, rather than the beam diameter, as in the transverse case. And the 
angle enters as the square. 
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In single-shot PG FROG, for instance, when the thickness of the medium is 
400 j.1m and the intersection angle is 8°, the longitudinal geometrical smearing 
is about 20 fs; this means pulse structure shorter than 20 fs will be washed 
out in the delay direction under these conditions. The temporal resolution can 
be improved by use of a thinner medium and a smaller intersection angle. This, 
however, is not always the optimal solution: the signal level will decrease due 
to the thinner medium, and scattered light will increase due to the smaller 
angle. As a result, the signal-to-noise ratio could decrease to unacceptable 
limits. In addition, a shallow angle between the beams limits the range of 
delays for a given beam diameter, thus limiting the length of the pulse that 
can be measured in single-shot measurements. Of course, a short pulse can be 
measured using a smaller beam angle and thus suffers from less longitudinal 
distortions. And, analogously, a long pulse requires a larger beam angle but 
will be unbothered by the somewhat larger distortions it will see. The use of an 
8° angle is generally required for pulses nearly a ps long, so this is generally 
only an issue for complex pulses that are both picoseconds long, but also have 
structure on a few-fs time scale, and which we plan to measure with a medium 
longer than'" 1 00 j.1m long. 

If longitudinal geometrical smearing is an issue, choosing a geometry 
whose signal beam propagates as close as possible to the input beam bisector 
(such as SHG or THG) also reduces or eliminates these distortions. 

Rigorous Theory of Single-shot Geometries and Geometrical Distortions 

We can treat this problem a bit more rigorously to see how single-shot 
FROG works and to see how both transverse and longitudinal geometrical 
effects occur in most FROG beam geometries. Let the signal beam propagate 
along the z-axis. And let the two input beams, which have k-vectors, kl and 
k2' propagate at angles, (h and (h, respectively, to the z-axis. 

Without specifying a particular geometry, let the signal field be given, in 
the limit of parallel beams, by the product of a "probe" pulse and a "gate" 
pulse complex amplitudes: 

Esig(t, r) = P(t)G(t - r) (7.8) 

where P(t) = G(t) = E(t) for SHG FROG. But pet) = E(t) and G(t) = 
IE(t)1 2 for PG FROG. The time co-ordinate is the usual co-moving time 
variable that's always zero at the pulse center. The FROG trace in this ideal 
limit is then: 

IFROG(w, r) = Ii: P(t) G(t - r)eXP(-iwt)d{ (7.9) 

The above expression has no geometrical effects, however. Now suppose 
that the beams are non-collinear, with P having k-vector kl and G having 
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Fig. 7.10: Beam geometry for calculating the geometrical smearing in general FROG 
measurements. P is the probe pulse, and G is the gate pulse. 

k-vector k2 in Fig. 7.10. We can write P and G, taking into account their 
directions: 

P(x,z,t') = P(t'-zcos8I/e+xsin8de) 

G(x, z, t' ) = E(t' - z cos 82/e - x sin 82/e - r) 

(7.10) 

(7.11) 

where t ' is real time. Ordinarily, we assume that the FROG signal field is 
independent of x and z. But here, we realize that the contribution, 8EFROG , to 
the FROG signal field at the exit of the nonlinear medium is a function of x, 
Z, t', and a delay, r: 

8 EpROG (x , Z, t', r) 

= P(t' - z cos 8de + x sin 81/e) G(t' - z cos 82/e - x sin 82/e - r) 
(7.12) 

Transforming to a co-moving co-ordinate system, we can let: 

t = t' - z cos 81/ e + x sin 81/ e 

so: 
8 EFROG (x , z, t, r) = P(t)G(t - r') 

(7.13) 

(7.14) 

where the delay parameter, r', depends on the delay and the two spatial 
co-ordinates, x and z: 

r' = r'(r, x, z) = r + z[cos81 - cos 82]/e - x [sin 81 + sin 82]/e 

(7.15) 
The signal field is the integral of 8 E FROG (x, Z, t, r) along its propagation 

direction, assumed to be the z-axis: 

EFROG(x, L, t, r) = lL P(t)G(t - r') dz (7.16) 

where we have assumed a phase-matched interaction. 
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Finally, the FROG trace is given by the squared magnitude of the Fourier 
transform of the above signal field: 

IFRQG(x, L, w, r) = 1[: lL P(t)G(t - r') exp( -iwt) dz d{ (7.17) 

We can interchange orders of integration: 

IFRoo(x, L, w, r) = ILL [I: P(t)G(t - r') exp( -iwt) dtJ dz I' (7.18) 

This is the desired result. It yields the measured trace for arbitrary cross­
ing angle, e, and nonlinear-medium thickness, L. Notice that the bracketed 
expression contains the usual FROG trace. However, there is an additional 
z-integration that must be performed, and the delay, r', is potentially a func­
tion of x and z. Thus this expression contains both transverse and longitudinal 
geometrical distortions for an arbitrary two-beam FROG set-up. 

Let's consider some limiting cases. First, consider that the medium is 
very thin. In this case, the z-integration involves simply setting z = 0 and 
multiplying by L: 

IFRoo(x, L, w, r) = Ii: P(t)G(t - r') exp(-iwt) dtl2 L2 (7.19) 

where: 
r' = r'(r, x) = r - x [sin 01 + sin02]jc (7.20) 

Thus, we obtain the usual FROG trace, but with the possible presence of 
transverse geometrical smearing if the FROG signal beam is integrated over 
all x, as in multi-shot measurements. Alternatively, if we set r = 0, and 
measure the signal vs. transverse position, x, we have a single-shot FROG 
device with delay mapped onto transverse position, given by Eq. (7.20). Note 
that, when the nonlinear medium is thin, there is no geometrical smearing in 
any single-shot FROG geometry. 

Another case of interest occurs when the signal beam bisects the angle 
formed by the two input beams, as occurs in SHG FROG. Here, we allow the 
medium to potentially be very thick. 

In this case, 01 = e2 = e /2, so the cosine terms cancel in r', and the 
z-dependence in r' again disappears: 

r' = r'(r, x) = r - 2x sin(0/2)/c (7.21) 

Indeed, the integrand now has no z-dependence. Since the z-integration is 
simply over a constant, we again obtain Eq. (7.19), the standard FROG trace, 
but again with the possibility of transverse geometrical smearing. And again, 
if r = 0 and we measure the FROG signal vs. transverse position, x, we 
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obtain a single-shot (SHG) FROG measurement of the pulse. Significantly, 
notice that, in this case, there is no geometrical distortion at all, even for a 
very thick medium! This confirms the conclusion we drew based on symmetry 
in the previous section. 

Other cases: as discussed earlier, other geometries, in which the signal beam 
does not bisect the angle formed by the input beams, will suffer from some 
geometrical smearing in both multi-shot and single-shot cases. Fortunately, 
these effects are typically small in most practical arrangements. For example, 
in multi-shot PG FROG, looking at Eq. (7.15), we see that the upper limit for 
longitudinal geometrical smearing is: 

Le2 
<-­
- 2c 

(7.22) 

(7.23) 

(7.24) 

the same expression as for single-shot PG FROG. But because e is so much 
smaller for multi-shot measurements, typical values of multi-shot longitudinal 
smearing are in the tens of attoseconds. 

Before we close, if you'd like to know more about these interesting effects, 
Tien, et aI., have considered longitudinal geometrical smearing in single-shot 
PG FROG using a thick medium and have shown that it can be removed from 
the trace by a clever mathematical manipulation [17]. 

Finally, there is yet another geometrical effect to be considered. In 
Chapter 14, we'll see that, when the input beams are very broadband and there 
is significant phase distortion in the pulse, the signal beam can actually wobble 
during the pulse. This means that e1 and (}z can become time-varying (or equiv­
alently, frequency-varying) quantities. Fortunately, even in measurements of 
the shortest pulses generated to date, such effects are very small. 

References 

1. Arakelian, S.A., R.N. Gyuzalian, and S.B. Sogomonian, Comments on the Picosecond Pulse Width 
Measurement By the Single-Shot Second Harmonic Beam Technique. Optics Communications, 1982. 
44(1): p. 67-72. 

2. Bourne, O.L. and AJ. Alcock, Ultraviolet and Visible Single-Shot Autocorrelator Based on 
Multiphoton Ionization. Review of Scientific Instruments, 1986. 57(12): p. 2979-82. 

3. Brun, A., et al., Single-Shot Characterization of Ultrashort Light Pulses. J. Phys. D., 1991. 24: p. 
1225-33. 

4. Clement, T.S., A.J. Taylor, and DJ. Kane, Single-shot measurement of the amplitude and phase of 
ultrashort laser pulses in the violet. Optics Letters, 1995.20(1): p. 70-2. 

5. Fourkas, J.T., et al., Spatially-Encoded, Single-Shot Ultrafast Spectroscopies. J. Opt. Soc. of Amer. 
B, 1995. 12(1): p. 155-65. 

6. Janszky, J. and G. Corradi, Full Intensity Profile Analysis of Ultrashort Laser Pulses Using Four-Wave 
Mixing or Third Harmonic Generation. Optics Communications, 1986.60(4): p. 251-6. 



156 Rick Trebino 

7. Kabelka, V. and A. V. Masalov, Angularly resolved autocorrelation for single-shot time-frequency 
imaging of ultrashort light pulse. Optics Communications, 1995. 121(4-6): p. 141-8. 

8. Kane, DJ. and R. Trebino, Single-Shot Measurement of the Intensity and Phase of an Arbitrary 
Ultrashort Pulse By Using Frequency-Resolved Optical Gating. Opt. Lett., 1993. 18(10): p. 823-5. 

9. Kane, DJ., et aI., Simultaneous measurement of two ultrashort laser pulses from a single spectrogram 
in a single shot. Journal oftbe Optical Society of AmericaB (Optical Physics), 1997. 14(4): p. 935-43. 

10. Le Blanc, S.P., G. Szabo, and R. Sauerbrey, Femtosecond Single-Shot Phase-Sensitive Autocorrelator 
for the Ultraviolet. Optics Letters, 1991. 16(19): p. 1508-10. 

II. Mehendale, M., et aI., Methodfor single-shot measurement of the carrier envelope phase of afew-cycle 
laser pulse. Optics Letters, 2000. 25(22): p. 1672-4. 

12. Michelmann, K., et aI., Frequency resolved optical gating in the UV using the electronic Kerr effect. 
Applied Physics B (Lasers and Optics), 1996. B63(5): p. 485-9. 

13. Salin, E, et aI., Single-Shot Measurement of a 52-fs Pulse. Applied Optics, 1987.26(21): p. 4528-31. 
14. Saltiel, S.M., K.A. Stankov, and P.D. Yankov, Realization of a Diffraction-Grating Autocorrelator for 

Single-Shot Measurement of Ultrashort Light Pulses Duration. Applied Physics B, 1986.40: p. 25-7. 
15. Sarukura, N., et aI., Single-Shot Measurement of Subpicosecond KrF Pulse Width by Three-Photon 

Fluorescence of the XeF Visible Transition. Optics Letters, 1988. 13(11): p. 996-8. 
16. Szatmari, S., EP. Schafer, and J. Jetbwa, A Single-Shot Autocorrelator for the Ultraviolet with a 

Variable Time Window. Review of Scientific Instruments, 1990.61(3): p. 998-1003. 
17. Tien, A.C., et aI., Geometrical distortions and correction algorithm in single-shot pulse measurements: 

application to frequency-resolved optical gating. Journal oftbe Optical Society of America B (Optical 
Physics), 1996. 13(6): p. 1160-5. 

18. Tiinnermann, M.H.R., et aI., Single-Shot Autocorrelator for KrF Subpicosecond Pulses Based on 
Two-Photon Fluorescence of Cadmium Vapor at).. = 508nm. OL, 1991. 16(6): p. 402-4. 

19. Wyatt, R. and E.E. Marinero, Versatile Single-Shot Background-Free Pulse Duration Measurement 
Technique for Pulses of Subnanosecond to Picosecond Duration. Applied Physics, 1981. 25: p. 297-
301. 

20. Kane, DJ., et aI., Single-Shot Measurement of the Intensity and Phase of Femtosecond UV Laser Pulse 
Using Frequency-Resolved Optical Gating. Optics Letters, 1994.19(14): p. 1061-3. 

21. Diels, J.C. and W. Rudolph, Ultrashort Laser Pulse Phenomena. 1996, San Diego: Academic Press. 
22. Szabo, G., Z. Bor, and A. Muller, Phase-Sensitive Single-Pulse Autocorrelator for Ultrashort Laser 

Pulses. Optics Letters, 1988. 13(9): p. 746-8. 



8. The FROG Algorithm 

Marco A. Krumbuegel and Rick Trebino 

Introduction 

While much qualitative infonnation about a pulse can be gleaned from 
its FROG trace, we'd usually like to obtain more quantitative infonnation, 
specifically, the intensity and phase vs. time or frequency. Unfortunately, 
no reliable closed-fonn solution for inversion of a spectrogram is known 
(especially when the pulse gates itself). We saw in Chapter 5 that retrieving 
the pulse from a FROG trace is equivalent to the 2D phase retrieval problem, 
and that algorithms exist for doing this. Indeed, almost all of the several 
available FROG algorithms are modified phase-retrieval algorithms. 

The task of every FROG algorithm is the same: retrieve the complex electric 
field E(t) of the pulse from its FROG trace IFROG(w, r). The FROG trace is 
a spectrogram, ~:(w, r): 

~:(w, r) = Ii: E(t)g(t - r) exp(-iwt) dtl2 (8.1) 

In FROG, however, the gate function get - r) is a function of the electric 
field E(t), and it may gate, not E(t) itself, but a function of E(t). We thus 
can write the FROG trace more generally as: 

IFROG(w, r) = Ii: Esig(t, r) exp(-iwt) d{ (8.2) 

where the signal field Esig(t, r) is the result of a function ofthe pulse's electric 
field E(t - r) gating another function of the pulse's field E(t). The exact 
mathematical fonn of the signal field depends on the type of the non-linear 
optical interaction employed in the experimental setup, a few of which are 
given by [1]: 

{

E(t) IE(t - r)1 2 for PG FROG 
E(t)2 E*(t - r) for SD FROG 

Esig(t, r) ex E(t)E(t _ r) for SHG FROG 

E(t)2 E(t - r) for THG FROG 

(8.3) 

Several FROG pulse-retrieval algorithms exist, and the best possible computer 
program for pulse retrieval would incorporate all of them, switching from one 
to another if one stagnates (and the commercially available FROG code does 
indeed switch in this manner). A common feature of most FROG algorithms 
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Fig. S.l: Schematic of a generic FROG algorithm. 

is that they're based on the iterative-Fourier-transform algorithm commonly 
used in phase retrieval [1-4] and schematically shown in Fig. 8.1. 

It works like this: Starting with an initial guess for the field E(t), a signal 
field Esig(t, r) is generated using Eq. (8.3). This field is then Fourier trans-
formed with respect to t in order to generate the signal field Esig(cv, r) in 
the frequency domain. The measured FROG trace IFROG(cv, r) is then used 
to generate an improved signal field E~ig(CV, r). Since the squared magnitude 

of ESig(CV, r) should be equal to IFROG(cv, r), this step nearly always involves 
simply replacing the magnitude of ESig(cv, r) with the square root ofthe mea­
sured trace to generate E~ig(CV, r). E~ig(CV, r) is then transformed back into 
the time domain by applying an inverse Fourier transform. In the last step of 
the cycle, the modified signal field E~ig(t, r) is used to generate a new guess 
for E(t). And the process is repeated. Ideally, each iteration of the algorithm 
generates a better guess, which eventually approaches the correct complex 
electric field. 

In this chapter, we first summarize the basic algorithm used in the origi­
nal implementation of FROG [5,6], often referred to as the vanilla algorithm 
because it's quick, simple, but not that satisfying (it doesn't always con­
verge). We then discus the algorithm that has made FROG a technique that 
can measure virtually every imaginable ultrashort laser pulse. This is the 
generalized projections algorithm, which, in the absence of noise [7,8], gen­
erally converges to the correct solution with an accuracy only limited by the 
host-computer system's numerical precision. It's also very versatile: it can 
be modified for any nonlinear-optical interaction that you may have handy to 
measure a pulse (see, for example, Chapters 18 and 20). 
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There is also something that can be done to speed up generalized­
projections-based algorithms: a short-cut technique that not only improves 
the algorithm's speed, but also aids a more robust convergence in the presence 
of noise. 

We delay discussion of a considerably faster algorithmic technique based 
on the idea of singular-value decomposition, called the Principal Component 
Generalized Projections algorithm [9,10], until Chapter 21. 

Finally, we discuss a host of additional improvements to the basic algo­
rithm [11]. Although the two generalized-projections approaches have proven 
superior, the improved basic algorithm is still useful as part of a composite 
algorithm that often proves to be more robust than any single algorithm alone. 
Indeed, the combination of these algorithms, as implemented in the commer­
cially available code (from Femtosoft and MakTech) is extremely robust, and 
poor convergence only results when the trace is contaminated with massive 
amounts of systematic error or noise or is badly cropped. 

Basic ("Vanilla") FROG Algorithm 

We can consider Eqs. (8.2) and (8.3) as two constraints that the signal 
field Esig(t, r) must satisfy. The mathematical-form constraint is embodied 
by Eq. (8.3), and the data constraint is embodied by Eq. (8.2). The different 
iterative phase retrieval algorithms used in FROG can be distinguished by the 
way the constraints on the signal field Esig(t, r) are applied: (1) how the new 
guess for E(t) in the (k + l)-th iteration is generated from the mathematical 
form of the signal field E~ig (t, r) of the k-th iteration, and (2) how the measured 
data are used. 

The data constraint is the easier one. In the basic FROG algorithm [5,6], 
as well as in most other FROG algorithms, the data-trace is applied in the 
frequency domain by simply replacing the magnitude of the current guess 
Esig(w, r) with the square root of the intensity of the measured FROG trace 
IFROG(w, r), leaving the phase unchanged: 

-, Esig(w, r) / 
Esig(w, r) = 1_ 1 V IFROG(w, r) 

Esig(w, r) 
(8.4) 

Implementation of the mathematical-form constraint is less intuitive. In the 
basic vanilla FROG algorithm, the new guess for E(t) is generated from the 
signal field E~ig (t, r) by a simple integration over the delay r: 

E(k+l)(t) = i: E~;1(t, r) dr (8.5) 

Why do this? Well, consider, for example, the PG FROG signal field, 
E(t)IE(t - r)12. If we integrate it vs. r, the E(t) factor, which is independent 
of r, factors out of the integral, which can then be seen to be independent of 
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time by changing integration variables from t to t - T. Thus, Eq. (8.5) generates 
a quantity proportional to E(t), which we take to be its next iteration. 

In order to quantify the progress of the retrieval, i.e., the convergence of the 
algorithm, we must further define a measure of the error between exact and 
derived pulse fields. Fortunately, even though the actual pulse field E(t) is 
unknown in experimental situations, such an error measure is readily available 
from the FROG trace. We define the FROG error in the k-th iteration as 

G(k) = ~2 t IIFRoo(wi, Tj) - ItI:oo(wi, Tj)1
2 

(8.6) 
i,j=l 

where It is a real normalization constant that minimizes the error G(k). 

IFRoo(wi, Tj) is the measured FROG trace, I~~oo(wi' Tj) is the k-th itera­

tion of the retrieved FROG trace, i.e., the squared magnitude of E~i(w, T), 
and Wi and Tj are the i-th frequency and the j-th delay vectors, respectively. 
The FROG error G has proven to be an effective measure for convergence, 
and it's not only used in the vanilla FROG algorithm discussed here, but it's 
also used in all other FROG algorithms. 

An advantage of the vanilla algorithm is that it's extremely fast and often 
works surprisingly well, particularly for PG FROG. Random noise for the 
intensity and phase is typically used as the initial guess, but it is also possible 
to use a pulse closer to the correct solution, e.g., a pulse with Gaussian intensity 
profile and random or flat phase, as the initial guess. While this sometimes 
helps, especially in SHG FROG with its direction-of-time ambiguity, FROG 
algorithms are generally not very sensitive to the particular choice of an initial 
guess, and noise works surprisingly well. 

Unfortunately, the vanilla algorithm tends to be unstable in the presence of 
noise and fails to converge for pulses with significant intensity substructure, 
most notably the relatively simple case of a symmetrical double pulse with two 
well separated Gaussian peaks and a flat phase, and more generally also for 
sequences of independent pulses. While the noise problem can be alleviated 
by proper noise filtering [7], the cause of failure in the double-pulse case is not 
easily discernible, and it occurs even if the algorithm is started with an almost 
perfect initial guess instead of random noise [11]. The problem seems to be 
associated to the problem of "striping" in the usual phase-retrieval problem 
[12], but the solutions to this problem suggested in the phase-retrieval litera­
ture are either inapplicable or ineffective when applied to the FROG algorithm 
[11]. Nevertheless, the vanilla algorithm is very fast, so it is usually used first, 
until it stagnates, and then more reliable, but slower, algorithms kick in. 

Generalized Projections 

Experience has shown that a single algorithmic technique is so reliable and 
so superior to the others that most pulses can be retrieved with it alone. This 
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method is called generalized projections [8,13-23], and it is frequently used 
in phase-retrieval problems, from which it was borrowed for FROG. It is also 
commonly used in many other problems, from x-ray crystallography to the 
training of artificial neural networks. Indeed, it is one of the few algorithmic 
methods than can be proven to converge when reasonable conditions are met. 

The essence of the generalized projections technique is graphically dis­
played in Fig. 8.2. Consider Fig. 8.2 a Venn diagram in which the entire 
figure represents the set of all complex functions of two variables, i.e., poten­
tial signal fields, E sig (t, T). The signal fields satisfying the data constraint, 
Eq. (8.2), are indicated by the lower elliptical region, while those satisfying 
the mathematical-form constraint, Eq. (8.3), are indicated by the upper ellip­
tical region. The signal-pulse field satisfying both constraints corresponds 
to the intersection of the two elliptical regions and is the solution, uniquely 
yielding the pulse field, E(t). 

The solution is found by making projections, which have simple geometri­
cal analogs. We begin with an initial guess at an arbitrary point in signal-field 
space (usually a signal field consisting entirely of random numbers), which 
typically satisfies neither constraint. In the first iteration, we make a projection 
"!lto one of the constraint sets, which consists of moving to the point in that 
set closest to the initial guess. From this point, we then project onto the other 
set, moving to the point in that set closest to the first iteration. This process 
is continued until the solution is reached. When the two constraint sets are 
convex, i.e., all line segments connecting two points in each constraint set lie 
entirely within the set, convergence is guaranteed. 

Unfortunately, the constraint sets in FROG are not convex. When a set is not 
convex, the projection is not necessarily unique, and a generalized projection 
must be defined. The technique is then called generalized projections (GP), 
and convergence cannot be guaranteed. Although it thus is conceivable that 

Fig.8.2: Generalized projections applied to FROG. Two equations are considered as constraints 
on the function, Esig(t, r), which, when found, yield E(t), the pulse field. Moving to the closest 
point in one constraint set and then the other yields convergence to the solution. Although the 
mathematical form constraint for PG-FROG is shown, other FROG geometries can be treated 
as easily [21]. 
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the algorithm may stagnate at a constant value, this approach is in practice 
quite robust in FROG problems. 

We implement the generalized-projections technique by considering the 
pulse field, E(k) (ti), the signal field in the time-delay domain, E;ti (ti, Tj), and 
the signal field's Fourier transform with respect to time, E;ti (Wi, Tj), where 

ti,Ti, and Wi = 1, ... , N. The superscript (k) indicates that E(k)(ti) and 

E;ti (ti, Tj) are k-th iterations of the actual quantities. 
In order to perform a GP to the FROG-trace data constraint set, it is simply 

necessary to replace the magnitude of E~~ (Wi, Tj) with the square root of 
the measured FROG trace, [FROG (Wi, T j ), as it is done in the basic algorithm. 
It is easy to show that this simple replacement yields the smallest change in the 
signal field that is consistent with the measured trace, and that it is therefore 
a GP for all FROG geometries. 

It is, however, more difficult to perform a GP to the mathematical-form 
constraint set. The goal here is to find the signal field closest to the current 
iteration for the signal field, E;~(ti' Tj), that has the desired mathematical 
form given in Eq. (8.3) for the particular version of FROG. In other words, we 
wish to find the new signal field, E~tt)(ti' Tj), that minimizes the functional 
distance: 

N 

Z = L IE;~(ti' Tj) - E!t(ti' Tj)1
2 (8.7) 

i,j=l 

and is of the form of Eq. (8.3). We can guarantee that both of these conditions 
are met by explicitly substituting Eq. (8.3) into the above distance function 
and solving directly for the pulse field. For the example of SHG FROG, our 
goal is to find the pulse field, E(k+l)(ti), ti = 1, ... , N, that minimizes the 
functional distance 

N 2 

Z = L IE;ti(ti' Tj) - E(k+l)(ti)E(k+l\ti - Tj)1 (8.8) 
i,j=l 

Z is now a function of the N parameters of the next iteration of the pulse field 
E(k+l) (ti), ti = 1, ... , N. The analogous expression for PG FROG is: 

N 2 

Z = L IE~ti(ti' Tj) - E(k+l)(ti) IE(k+l)(ti - Tj)1 2
1 (8.9) 

i,j=l 

Once E(k+l)(ti) is found, the corresponding signal field can be computed 
for this pulse field using Eq. (8.3) and will be the next iteration for the signal 
fi ld (k+ 1) ( ) CI I (k+ 1) • fi . e , E sig ti, Tj. ear y, E sig (ti, Tj) satIs es the mathematIcal-form 
constraint exactly. And, because it also minimizes Z, the process in which 

E~t1(ti' Tj) is replaced with E;~+l)(ti' Tj) is a GP. 
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In order to perform this minimization, we compute the direction of steepest 
descent: the negative of the gradient of Z with respect to the field E(k+ 1) (ti) 
at the current value for the field, E(k) (ti). In other words, we compute the 
derivative of Z with respect to each time-point in the complex field. This 
vector consists of the N complex numbers, -aZjaE(k+l)(ti) evaluated at 
E(k+l)(ti) = E(k) (ti). This computation is somewhat tedious, so we have 
compiled the expressions for these gradients in the Appendix. 

In practice, we've found that it isn't necessary to find the field, E(ti), that 
precisely minimizes Z on each iteration. In principle, in a typical minimization 
procedure, we'd find the distance in the direction of the (negative of the) 
gradient that minimizes Z, and then would re-compute the above gradient for 
this new field and find the distance along this new gradient that minimizes 
Z, etc. In fact, it's only necessary to find the above gradient and to perform 
the one-dimensional minimization along this direction once. While this new 
field won't be the precise projection (the minimum of Z), it's approximate, 
and it suffices in FROG pulse retrieval. Indeed, because it's only one step in a 
larger procedure, later steps make up for this inaccuracy, and, as a result, this 
approximate procedure yields a significantly faster pulse-retrieval algorithm 
overall. And, because the multidimensional surface represented by Z becomes 
paraboloidal near the global minimum represented by the ultimate solution 
for the pulse, the overall algorithm is extremely accurate. 

For noise-free data, the FROG error G obtained after applying generalized 
projections should be limited by machine error (typically, we achieve values of 
'" 10-7). The resulting FROG error for experimental traces should indicate the 
experimental error. Typical values for FROG errors achieved in experiments 
with 128 x 128 arrays using PG FROG are < 1 % and using SHG FROG are 
<0.5% (because there is less noise background in SHG FROG). Errors tend to 
be lower for larger arrays because, due to the Fast Fourier Transform relations 
between the delay and frequency axis ranges and increments, the fractional 
area of the trace that is nonzero is less in the larger array traces. The general 
result is: G '" (TBP j N)1/2S, where TBP is the time-bandwidth product of 
the pulse, s is the error in the trace data points where the trace is nonzero, 
and N x N is the array size [11]. In this calculation, we have assumed that 
the noise is multiplicative [7]. For additive noise, the error pervades the entire 
trace, so G '" s, independent of TBP and N. 

In general, the generalized projections algorithm converges in a few seconds 
for near-transform-limited pulses measured with 128 x 128 trace arrays. For 
highly complex pulses or for traces contaminated by massive amounts of 
additive noise, convergence can take a minute or more. 

Short-cut Generalized Projections 

Generalized Projections involve alternately making projections (moving 
the shortest distance) from one constraint set to the other until the algorithm 
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converges to the correct pulse intensity and phase. The GP algorithm is quite 
robust and, when used in conjunction with additional algorithms, it essentially 
always converges to the correct result. The only drawback of the GP algorithm 
is its speed or, rather, its lack of it. 

This section discusses a faster version of the GP algorithm, which we call 
short-cut GP. It is based on what we call taking "short cuts" through the 
usual GP path, and it is applicable not only to the standard GP algorithm, 
but also to the PCGP algorithm introduced in Chapter 21. The approach 
is simple, and it is easy to see how it works geometrically. In order to do 
so, we note in Fig. 8.2 that the GP approach involves many steps, each of 
which is almost perpendicular to the direction in which the solution lies. This 
suggests a gradient-based approach, which is done by the multidimensional 
minimization technique discussed in the next section. Unfortunately, com­
putation of the gradient in the framework of multidimensional minimization 
is exceedingly slow. Instead of using minimizations, however, a much more 
computationally efficient approach to approximating a gradient can be used, 
and we do so within the GP approach. Specifically, we use the midpoints 
of successive projections to define a vector approximating the gradient, and 
then step along this direction (see Fig. 8.6). This vector points in a direction 
toward the solution but requires considerably less computation than an actual 
gradient. 

We should note that researchers in the phase-retrieval community have 
briefly considered such an approach before in image-science phase-retrieval 
problems [13], but its implementation here in FROG is somewhat different 
because the constraint of Eq. (8.3) is different. 

To implement short-cut GP, we take the average of the signal fields just 
before and just after making a projection to the data constraint set, E;~ (Wi, Tj), 

and then again just before and just after making the next projection to the data 
constraint set, E;~t)(Wi' Tj). (Note that we must make a projection to the 
nonlinear-optical constraint set in between.) These two points in this N x N­
dimensional complex (w, T)-space determine a line, which approximates the 
gradient pointing toward the solution, as indicated geometrically in Fig. 8.3. 

We then step along this direction, yielding a new signal field, E;~+l)1 (Wi, Tj), 

which is closer to the correct solution. The optimal step size not only depends 
on the particular pulse field but also varies while the algorithm progresses. 
We found, however, that a fixed step size of three times the distance between 
the midpoints works well in most cases. Of course, it would alternatively be 
possible to minimize along the gradient found from the midpoints using any 
standard minimization technique, but we found that a fixed step size overall 
works faster since its much higher speed more than compensates for the better 
accuracy that a minimization technique offers during each iteration. 

After stepping along the gradient, we must return to the standard GP algo­
rithm. To do so, we can simply implement the data constraint by replacing the 
signal-field magnitude with the measured trace. Or we can Fourier transform 
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Fig.8.3: Short-cut generalized projections. Generalized projections involves mapping the cur­
rent guess to the closest point in the constraint set (solid arrows). Unfortunately, this involves 
mapping in directions nearly perpendicular to the direction that leads to the correct result and 
hence is slow. If, in addition, we include steps that involve minimizing along a line formed 
by midpoints of two consecutive projections (dashed arrow), we move in a direction toward 
the correct answer, avoiding the numerous bounces perpendicular to the optimal direction and 
improving the algorithm speed. 

E;~+l)l (Wi, ij) with respect to W to yield a signal field in the (t, i)-space and 
then implement the nonlinear-optical constraint by making a generalized pro­
jection or using a step of the vanilla FROG algorithm specified in Eq. (8.5), 
which is simply 

N 

E(k+l)(t·) = "E(~)(t- i') 
t ~ sig t, J (8.10) 

j=] 

We suggest this latter approach. We have found that using Eq. (8.10) for this 
purpose within the short-cut GP approach combines the advantages of both 
Eq. (8.5) and Generalized Projections, yielding a fast and reliable algorithm. 

We have tested this new algorithm with numerous pulses, both simple and 
highly complicated in shape, and found that it achieves a significant improve­
ment in speed without loss of robustness. It also works well for all geometries 
of the FROG technique, and it always proceeds faster than the standard GP 
algorithm. It occasionally stagnates, but generally only in situations when the 
standard Generalized Projections algorithm would stagnate, too. When stag­
nation occurs, switching to another algorithm, such as the basic algorithm or 
one of the improvement versions discussed in section 8.6 nearly always yields 
convergence. 

The final question is how often a short-cut should be taken. If short-cuts are 
taken too often, the GP algorithm is not allowed to settle into its rapid back­
and-forth oscillations, thus producing inaccurate short-cut vectors. If, on the 
other hand, short-cuts are taken too infrequently, the purpose of the method 
is defeated. We have found empirically that every third iteration works best. 
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Fig. 8.4: Typical FROG error vs. iteration number with and without the short-cut method. The 
short-cuts were applied every third iteration. Algorithm speed improves considerably using the 
short-cut approach. 

Figure 8.4 shows the perfonnance of the short-cut GP algorithm on a noisy 
test trace for a cubic-spectral-phase pulse. 

Improvements to the Basic FROG Algorithm 

Three major improvements were developed shortly after the vanilla FROG 
algorithm was first introduced, which largely extend the useful range of the 
algorithm and enable it to converge for a much larger class of pulses, including 
the troublesome double pulse, as well as pulses with more complicated inten­
sity and phase profiles. These improvements involve the use of an intensity 
constraint, an over-correction method, and a multidimensional minimization 
technique [11]. 

The failure of the vanilla FROG algorithm to converge for some pulses is 
apparently due to under-constraint-the constraints that are used are insuf­
ficient to force convergence to the correct field. Therefore, the use of some 
additional constraint can improve the perfonnance of the algorithm. 

The intensity constraint is fonned by the use of additional infonnation from 
the signal field, in this case the fonn of the gate, which is the intensity envelope 
ofthe pulse. The use ofthis additional constraint pennits us to get much closer 
to the correct solution in cases where the vanilla FROG algorithm does not 
converge. 

In order to generate the gate function from the signal field, we note that a 
generic fonn of Eq. (8.3), represented in the frequency domain, is 

Esig(w, r) = i: p(t)g(t - r) exp( -iw t) dt (8.11) 
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where P (t) is the field or a function of it; and g (t - r) is the gate. To extract 
the gate function, we integrate with respect to W to yield 

i: Esig(w, r)dw = i: 8(t)P(t)g(t - r)dt = P(O)g( -r) (8.12) 

The integration of the signal field thus yields a time-reversed version of the 
gate function (without an inverse Fourier transform), which in the case of the 
polarization-gate geometry is identical to the intensity envelope of the pulse. 
To apply the intensity constraint, we replace the intensity of the current guess 
for E(t) with the time-reversed intensity derived by integration of E~ig(W, r) 
with respect to w, while leaving the phase unchanged. 

The repeated application of the intensity constraint alone leads to large 
errors in the phase of the current-guess field, as well as noise in the wings of 
the field. One must therefore alternate between the basic FROG algorithm and 
the use of the intensity constraint when applying this method. It was found 
empirically that two iterations with the intensity constraint followed by one 
iteration with the vanilla algorithm generally yields the best results [11]. The 
error G actually gets larger during the application of the intensity constraint 
and is reduced with the application of the vanilla FROG algorithm, but the 
overall result for the error is much smaller than with the vanilla algorithm 
alone. 

The intensity constraint has proven to be a very useful addition to the vanilla 
FROG algorithm in PG-FROG. Its application to other FROG geometries, 
however, is complicated due to the fact that the gate function is complex 
valued, and no practical improvement by this technique for geometries other 
than PG-FROG has been demonstrated. 

As an alternative, the use of an independently measured spectrum as an 
additional intensity constraint in the frequency domain could be considered 
[24], but this tends to cause instabilities due to a required de-convolution, and 
this approach hence is generally not appropriate [20,25]. 

Unlike the application of the intensity constraint, the over-correction 
method is applicable to all FROG geometries. As discussed earlier, the basic 
FROG algorithm replaces the magnitude of the signal field Esig(w, r) gener­
ated by the current guess for E (t) with the magnitude of the experimentally 
measured FROG data as described by Eq. (8.4). This replacement corrects the 
magnitude of Esig(w, r), i.e., increases the magnitude where it is too small 

and decreases it where it is too large, yielding E~ig(W, r) with a magnitude 
that is equal to that of the actual FROG trace. 

As you might imagine, overcorrecting for the errors between IEsig(w, r)1 2 

and hROO(W, r) can sometimes speed the convergence of the algorithm. Such 
an overcorrection can be accomplished by adding a term that is proportional 



168 Marco A. Krumbuegel and Rick Trebino 

to the deviation between the two FROG traces to Eq. (8.4), e.g., 

-(c) Esig(w, r) [ IpROG(w, r) -IEsig(w, r)1
2
] 

Esig(w, r) = 1_ 1 JIFROG(w, r)x 1 + _ 2 

Esig(W, r) 1 Esig(W, r)1 
(8.13) 

Eq. (8.13) can be rewritten as 

{ }

3 

-(c) - "jIFROG(w, r) 
Esig (w, r) = Esig(w, r) 1_ 1 

Esig(w, r) 
(8.14) 

This replacement step can be generalized to 

-(c) _ {"jIFROG(W, r)}h 
Esig(w, r) = Esig(w, r) 1_ 1 

Esig(w, r) 
(8.15) 

where b is an adjustable exponent, and the GP (and vanilla) FROG algorithm 
is characterized by b = 1. An equivalent approach to over-correction has also 
been used in standard phase retrieval and blind de-convolution algorithms [26]. 

Values of b slightly larger than unity can speed the convergence of the 
algorithm. Values larger than about 1.5 tend to cause the algorithm to become 
unstable, however. The value of b at which the instability begins is dependent 
on the size of the FROG error G; the smaller G is, the larger the value of b 
that can safely be used. It is easy to understand the reason for this instability: 
A field with a large error G by definition has large deviations from the correct 
FROG trace. When the value of b is high, a large error will lead to a large 
correction. If the correction is too large, this wi11lead to even greater errors 
in the field, which then lead to larger corrections and so forth. An unstable 
positive feedback cycle is created, and the error diverges. Larger values of b 
can be used, however, if the basic algorithm is permitted to reduce the error 
before the value of b is increased. Using such a scheme, stable convergence 
of the algorithm with values of b larger than 3 has been observed. 

While the over-correction method is generally quite helpful in speeding con­
vergence, and it can increase the speed and level of convergence for pulses with 
complicated phase profiles that only slowly converge under the vanilla FROG 
algorithm, this method alone is unable to overcome the vanilla algorithm's 
stagnation problems associated with some pulses, including the symmetrical 
double pulse. 

The problem of the double pulse can be solved by the inclusion of multi­
dimensional minimization. Minimization involves considering the FROG 
error G to be a single-valued function of 2N variables, where N is the linear 
size of a N x N pixel FROG trace. The 2N variables are the values of the 
real and imaginary parts of the electric field at each of the N sampling points 
of the array that hold the field. 
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Considerable computational effort can be saved if the gradient of the func­
tion at an arbitrary point can be calculated. Luckily, this is possible in FROG. 
First, a new error function is defined by 

(8.16) 

(See Eq. (8.6); the factor that minimizes the error is neglected.) In the case of 
PG FROG, the signal field is defined as 

N 

Esjg(Wi, Tj) = L E(tk) IE(tk - Tj)1 2 exp(iwjtd (8.17) 
k=! 

where WK = 2n it! N and ik takes integer values when sums over WK are 
performed. 

The task is to calculate the derivative of H for every point in the field E (t); 
the derivative has to be calculated separately for the real and imaginary parts 
of E(t). After some algebra, the derivatives are obtained for each tk and to: 

x exp(iwi (to + Tj))} X E~g(Wi' Tj») 

for the real part and 

for the imaginary part. The relations 

and 

were used with Oi,j = 1 for i = j and Oi,j = 0 for i I- j. 

(8.18) 

(8.19) 

(8.20) 
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With the gradient calculated according to Eqs. (8.18) and (8.19), standard 
minimization techniques can be used to solve the problem. For example, 
the Fletcher-Reeves and Polack-Ribierre methods [18], which are conjugate 
gradient methods, were successfully used. Both methods involve a series of 
one-dimensional minimizations along directions selected with the aid of the 
gradient, but they differ in the way these new directions are generated; see Ref. 
12 for details. Although Eqs. (8.18) and (8.19) were derived for the special 
case of the PG FROG geometry, analogous expressions can be derived for 
other FROG geometries. 

Contrary to the iterative Fourier-transform methods discussed before, a 
multidimensional minimization routine will necessarily always reduce the 
error. Unfortunately, it cannot distinguish between global and local minima. 
Worse, the multidimensional surface of H (E) contains a plethora of local 
minima, and the minimization routine therefore needs a fairly good initial 
guess to ensure convergence to the global minimum. 

It can be imagined that a different error function with the same global 
minimum might have different local minima and that using such a function 
might assist in convergence to the global minimum. For example, such a 
modified error function can be defined by 

(8.21) 

This particular new error function has the effect of emphasizing the areas 
of the FROG trace that are small in intensity, and it thus helps to determine 
the wings of the pulse more accurately. In practice, we find that sometimes 
switching between the error function defined by Eq. (8.16) and the error 
function defined by Eq. (8.21) is effective, whereas in other cases switching 
to the new error function does not serve to free the minimization routine from 
a local minimum. The use of this new error functions also presents a unique 
challenge since H can increase as Hw decreases. 

The largest drawback of multidimensional minimization techniques 
remains their comparatively large numerical effort and the resulting slow 
convergence. 

The improvements to the vanilla FROG algorithm discussed above allow the 
construction of composite algorithms in a variety of ways, switching from one 
method to the next once stagnation is detected. In its original implementation, 
the composite algorithm [11] starts with the vanilla FROG algorithm, and then 
switches to the over-correction method once stagnation is detected; the value 
of b in Eq. (8.15) is increased with the number of iterations k according to 

b = (1.1)1+k/5 (8.22) 
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If stagnation of the over-correction method is detected, the composite algo­
rithm switches to the intensity constraint method. Note that in this method 
the algorithm performs two iterations with the intensity constraint, followed 
by one iteration with the vanilla FROG algorithm, and the error therefore 
fluctuates with a period of three iterations when this method is applied. It is 
thus important not to compare the error after each iteration as a measure of 
convergence, but rather to keep track of the error for a number of iterations. 
The same applies to the minimization techniques, which are applied after 
the intensity gate method stagnates. The first minimization scheme applied 
is the Polack-Ribierre method. If the Polack-Ribierre method stagnates, the 
composite algorithm switches to the new error function of Eq. (8.A28). If 
this method stagnates, the algorithm switches back to the original error 
function H but uses the Fletcher-Reeves method. Finally, if this fails, the algo­
rithm switches back to the intensity constraint method, and the cycle begins 
agam. 

It should be noted that it was also attempted to improve the algo­
rithm by the application of support constraints [27] and by mimicking the 
hybrid input-output algorithm [2,11]. While these techniques are success­
fully used in phase-retrieval problems, they have proven to be ineffective in 
FROG [11]. 

Conclusion 

While the additional algorithms just mentioned can make the simple vanilla 
algorithm fairly robust, the generalized projections algorithm is usually suf­
ficient by itself to retrieve essentially all pulses. However, the combination 
of all of these methods is very powerful. The commercially available FROG 
algorithm (Femtosoft and MakTech) uses all of these methods. 

Appendix A: Expressions for the Mathematical Form-Constraint 
Gradient for Implementation of Generalized Projections 

In the generalized-projections technique, it is necessary to minimize the 
functional distance Z given by Eq. (8.7). In order to do this, we compute 
the gradient of Z with respect to E(k+I)(tk), i.e., 8Zj8E(k+I)(td for each 
value of tk = 1, ... , N. Each of the resulting N complex quantities is a com­
ponent of the complex gradient vector. Instead of calculating the complex 
gradient, we in practice compute the 2N real quantities, 8 Z jRe{ 8 E(k+ I) (tk) } 
and 8Z jIm{8 E(k+°(tk)}. The expressions for these quantities are given below 
[21]. Note that the superscripts were dropped in order to simplify the com­
plex equations. This can be done because, throughoutthis appendix, Esig(t, r), 
always indicates the k-th iteration for the signal field, and E(t) always indi­
cates the (k + l)-th iteration for the pulse field. Finally, we make use of the 
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following simple results: 

(S.AI) 

SHGFROG 

We consider SHG FROG first because its equations are the simplest. In 
SHG FROG, the signal field is given by 

E~~G(t, r) = E(t)E(t - r) 

Consequently, the distance function to be minimized is: 

N 

ZSHG = L I Esig(tj , rj) - E(tj)E(tj - rj)1 2 

i,j=l 

The required gradient is then: 

(S.A2) 

(S.A3) 

azSHG ~ ( aE(ti) aE(ti - r j )) SHG* 

aRe{E(tk)} =,~ - aRe{E(tk)} E(ti - rj)-E(ti) aRe{E(tk)} a +c.c. 
l,}=l 

(S.A4) 
where a SHG is the quantity in the absolute-value brackets in Eq. (S.A3). Using 
Eqs. (S.Al), we have: 

'lZSHG N 
(J "" ( ~ SHG* aRe{E(tk)} = ,L...J -O(ti - tdE(ti - rj)-E(ti)O(ti - rj - tk), a + C.C. 

1,}=1 

(S.AS) 
Substituting for a SHG : 

azSHG N 
---- = L -E~g(tb rj)E(tk - rj) + E*(h)IE(tk - rj)1 2 

aRe{ E (tk)} j=l 

- E~g(tk + rj, rj)E(tk + rj) + E*(tk)IE(tk + rj)1 2 + C.c. 

(S.A6) 



Similarly, 

azSHG 

aIm{E(tk)} 

N 
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'"" ( aE(ti) aE(ti - Tj)) SHG* 
= o~ - aIm{E(td} E(ti - Tj) - E(ti) aIm{E(tk)} ()' + C.C. 

I,J=l 

(S.A7) 

i,j=l 
(S.AS) 

azSHG N 

--- = i L -E~g(tb Tj)E(tk - Tj) + E*(tk)IE(tk - Tj)1 2 

aIm{E(tk)} j=l 

- E~g(tk + Tj, Tj)E(tk + Tj) + E*(tk)IE(tk + Tj)12 + C.C. 

(S.A9) 

PGFROG 

In PG FROG, the signal field is given by: 

E~(t, T) = E(t)IE(t - T)1 2 

The distance function to be minimized is: 

The gradient is then: 

azPG 

aRe{E(tk)} 

N 

(S.AIO) 

(S.All) 

'"" (aE(ti) 2 aE(ti - Tj) * 
= /~1 - aRe{E(tk)} IE(ti - Tj)1 -E(ti) aRe{E(tk)} E (ti - Tj) 

- E(t-)E(t- - To) ()' + c.c. aE*(ti - Tj)) PG' 

I 1 J aRe{E(tk)} 
(S.A12) 
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where a PG is the quantity in the outer absolute-value brackets in Eq. (S.AII). 
Using Eqs. (S.AI), we have: 

azPG N ( 
aRe{E(tk)} =i~l -O(ti - h)IE(ti - Tj)12_ E(ti)O(ti - Tj - tk)E*(ti - Tj) 

and 

- E(ti)E(ti - Lj)O(ti - Tj - td )aPG* + c.c. (S.A13) 

N 

= L -E~g(tk. Tj) IE(tk - Tj)1 2 + E*(tk) IE(tk - Tj)1 4 

j=l 

- (E(tk) + E*(tk») (E:ig(tk + Tj, Tj)E(tk + Tj) 

-IE(tk) E(tk + Tj) 12) + c.c. (S.AI4) 

- E(t- - T·)E(t-) a + C.c. 
aE*(ti - Tj») PG* 

I J I aIm {E(td} 
(S.AIS) 

N 

= i L (-o(ti - tk) IE(ti - Tj)1 2 - E(ti)O(ti - Tj - tk)E*(ti - Tj) 
i,j=l 

) PG* + E(ti)E(ti - Tj) O(ti - Tj - tk) a + c.c. 

N 

= i L (-E~g(tk. Tj) IE(tk + Tj)1 2 + E*(tk) IE(tk - Tj)1 4 

j=l 

- (E*(tk) - E(tk») (E~g(tk + Tj, Tj)E(tk + Tj) 

-IE(tk)E(tk + Tj)12)) + C.C. 

(S.AI6) 

(S.AI7) 

SDFROG 

In SD FROG, the signal field is given by: 

E~~(t, T) = E2(t)E*(t - T) (S.AIS) 
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So the distance function to be minimized is: 

N 

ZSD = L I Esig(ti, Tj) - E2(ti)E*(ti - Tj)1 2 

i,j=i 
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(S.Al9) 

(S.A20) 

where (jSD is the quantity in the absolute-value brackets in Eq. (S.A20). Using 
Eqs. (S.Al), we have: 

azSD 

N 

= L (-2E(ti) 8(ti - tk)E*(ti - Tj) 

i,j=i 

(S.A2l) 

N 

= L -2E:ig (tk, Tj) E(tk) E*(tk - Tj) + 2E*(tk) IE(tk)E(tk - Tj)1 2 

j=i 

and 

azSD 

aIm {E(tk)} 

LN (aE(t-) aE*(t- - T')) = -2E(r) I E*(t. _ T.)-E2(t-) I ] (jSD* + c.c. 
• . I aIm{E(td} I J I aIm {E(tk)} 
l,j=i 

(S.A23) 

N 

= i L (-2 E(ti)8(ti - tk)E*(ti - Tj) + E2(ti)8(ti - Tj - td) (jSD* + C.c. 

i,j=l 
(S.A24) 
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N 

= iL -2E:g(tb !j)E(tdE*(tk - !j) + 2E*(td IE(tk)E(tk - !j)12 

j=l 

THGFROG 

In THG FROG, the signal field is given by: 

So the distance function to be minimized is: 

N 

ZTHG = L I Esig(tj, !j) - E2(tj)E(tj - !j)12 

;,j=l 

The gradient is then: 

(8.A25) 

(8.A26) 

(8.A27) 

(8.A28) 

where (Y THG is the quantity in the absolute-value brackets in Eq. (8.A28). 
Using Eqs. (8.Al), we have: 

azTHG N 

-aR-e-{E-(-tk-)} =.~ (-2E(t;)8(t; - tk)E(t; - !j) 
l,}=l 

(8.A29) 

N 

= L -2E:g(tb !j)E(tk)E(tk- Lj) + 2E*(tk) IE(tk)E(tk- Lj)1 2 

j=l 

- E:gCtk + !j, Lj)E2(tk + !j) + E*(tk) IE(tk + Lj)1 4 + c.c. 
(8.A30) 



and 

azTHG 

N 
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(S.A31) 

= i L (-2E(ti)O(ti - tk)E(ti - Tj) - E 2(ti)O(ti - Tj - td) (jTHG* + C.C. 

i,j==1 

(S.A32) 

N 

= i L -2E~itb Tj)E(tk)E(tk - Tj) + 2E*(tk)IE(tk)E(tk - Tj)12 
j==1 

(S.A33) 

A final comment: we provided all of these expressions in terms of the real 
and imaginary parts of the field because programming languages, such as C, 
do not always easily deal with complex numbers. But much simpler versions 
of these expressions can be obtained by treating the field and its complex 
conjugate as the independent variables. 
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9. Noise: Its Effects and Suppression 

David N. Fittinghoff and Michael Munroe 

Introduction 

In practice, noise is present in all measurements, and FROG measurements 
are no exception. As a result, it's important to ask several questions with' 
regard to FROG [1]: How well does the FROG-retrieval algorithm retrieve 
the pulse in the presence of such noise? Does it always converge? If so, then 
what errors can be expected in the retrieved pulse intensity and phase versus 
time for a given noise level in the experimental FROG trace? What additional 
numerical techniques can be incorporated to improve the retrieval? Finally, 
can one calculate error bars on the retrieved intensity and phase for a noisy 
experimental FROG trace? If so, how? 

It is particularly important to determine whether the algorithm has con­
verged. Poor convergence is essentially always an indication that the trace 
is contaminated by too much random or nonrandom error and needs to be 
retaken. In the absence of noise, determining convergence is generally a 
straightforward task: either the error between the retrieved FROG trace and 
the measured trace goes to zero or it does not. Unfortunately, in the presence of 
noise, this task is not so straightforward. In general, the algorithm proceeds 
until it reaches a finite minimum error. Is the resulting inevitable error in 
the recovered pulse intensity and phase simply the error due to measurement 
error? Or is the error an indication of a lack of convergence due to excessive 
error in the trace? This distinction is important because, in the former case, 
the result is simply the best estimate of the pulse obtainable from the available 
data, whereas in the latter case, the resulting pulse may bear no relation to the 
actual pulse and hence is meaningless. 

It is thus crucial to define the concept of convergence in the presence of 
noise, and we will. Using it, we will find that the algorithm essentially always 
converges, even for complex pulses and in the presence of massive noise. 
Surprisingly, in most cases the algorithm converges to a more accurate FROG 
trace than the original trace! In other words, using only the noisy trace as 
input, the algorithm retrieves a pulse whose FROG trace better approximates 
the noise-free trace than the original noisy trace. This result is due to the 
over-sampling and redundancy that are naturally built into the FROG trace: 
while the pulse has only 2N degrees of freedom (N intensity points and N 
phase points), the FROG trace has N 2 degrees of freedom. Thus the over­
whelming majority of mathematically constructable two-dimensional images 
do not correspond to FROG traces of possible pulses. So the addition of noise 
produces a trace that does not correspond to a physically realizable pulse, and 
the algorithm must then find a trace that does and is also reasonably close to 
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the input trace. In so doing, it finds a somewhat "averaged," generally more 
accurate, trace. 

Several image-processing techniques improve the retrieval significantly. 
We'll discuss additive noise (due to a source such as scattered light or dark 
current), which provides an effective nonzero Poisson distributed background. 
We show that it is important to subtract off the mean of such background before 
running the algorithm on the trace. Even constant background is undesirable. 
This is because background at large delay implies nonzero intensity in the 
pulse wings, and constant background at large frequency offsets implies that 
this intensity has high-frequency oscillations. Constant background at both 
large delay and frequency offsets therefore yields pulse wings with high­
frequency noise in the retrieved intensity (and phase). Spurious background, 
whether constant or noisy, is thus extremely undesirable. In other words, the 
region of nonzero values in the FROG trace must be an island in a sea of 
zeroes. 

Background problems are different from the problem of cropping the FROG 
trace in either the delay or frequency directions; if the trace continues off the 
grid, information about the trace is missing. We will assume that the trace 
is not cropped in this manner. We will also discuss a variety of methods to 
ensure that any spurious background in the periphery of the trace is removed. 
Simply subtracting off any constant background should be the first step in 
the processing of every trace. Comer-suppression, or multiplying the trace 
by a function to preferentially reduce the values at the edges of the trace is 
also useful for suppressing the background. Another method for removing 
noise is simple Fourier-Low-pass filtering of the trace, which removes high­
frequency noise without significantly affecting the pulse-intensity-and-phase 
information present in the trace. 

We will use an extended example involving a complex pulse with intensity 
substructure and a phase jump (chosen to be a challenge to the algorithm even 
in the absence of noise) and show how its retrieval is affected by the above 
filters and the various types and quantities of noise. We will also calculate 
the mean intensity and phase errors induced by the filters themselves. Such 
filtering, while not essential for achieving convergence, is extremely helpful 
for noisy traces and improves the retrieval significantly in high noise situations, 
and we will give a guide as to how and when to use such filtering. Note that, 
while we will concentrate on the intensity and phase versus time throughout 
the chapter, we could retrieve the spectral intensity and phase with equal 
accuracy. That this must be the case will be shown using a simple Parseval's 
Theorem argument. 

Convergence of the algorithm does not necessarily mean, however, that 
the retrieved pulse intensity and phase will necessarily be less noisy than 
the trace from which they have been retrieved. This is an entirely different 
question, one that we will discuss in detail. To do so, we numerically simulate 
several types of noise for the two most commonly used FROG geometries, PG 
FROG and SHG FROG. Additive and multiplicative noise will contaminate 
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our theoretical traces at each pixel to simulate, for example, dark current and 
pixel-to-pixel gain variation, respectively. 

We will also model the effects of quantization error on the FROG retrieval 
algorithm's performance and determine the price to be paid in accuracy by 
using a, say, 8-bit camera. 

If you're in a hurry and don't want to read the whole chapter, here's what 
we find: The FROG algorithm performs very well. For multiplicative noise, 
adding a massive 10% noise in the trace results in only 1 % rms error in the 
retrieved pulse intensity and phase. (It should be kept in mind that 10% mul­
tiplicative noise corresponds to 10% noise near the peak if the pulse, but 
0% in the wings of the pulse-an rms error of about I % for the traces used 
in this study.) Additive noise, on the other hand, is a much harder problem 
because it distorts the zero, as well as the nonzero, regions of the trace: unlike 
10% multiplicative noise, 10% additive noise means 10% noise everywhere 
in the trace. However, using the aforementioned simple filtering techniques 
to remove such noise, we show that 10% additive noise also yields an impres­
sive 1 % rms error in the retrieved pulse intensity and phase. This excellent 
suppression of noise in the resulting intensity and phase is partly due to noise 
reduction due to filtering and partly due to the redundancy in the FROG trace. 
We will also show that an eight-bit video camera records FROG traces accu­
rately enough to obtain 1% rms errors in the retrieved intensity and phase. 
Finally, we will describe the boot-strap method for determining error bars for 
the retrieved intensities and phases of FROG measurements. This approach to 
determining error bars is particularly convenient because it requires no effort 
on the part of the experimenter; the error bars are automatically determined 
by the code. 

But no matter how big a hurry you're in, check out the Figs. 9.3-10, which 
show how filtering drastically improves the retrieved pulse. 

In these studies, we use an early version of the commercial code algorithm 
that consists of the generalized-projections approach [2] and the additional 
methods described in the previous chapter, although we find that the latter 
methods only improve the retrieval slightly [3,4]. 

FROG Basics and Noise 

The goal of the algorithm is to find the best solution defined as the pulse 
with the minimum FROG error, 

(9.1) 

Here I~OG is the experimental FROG trace including any noise, hROG is the 
retrieved FROG trace (the FROG trace calculated from the retrieved intensity 
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and phase), and /-L is a normalization constant that minimizes G (as discussed 
in the previous chapter). The summations are over the N frequency and N 
delay points in the FROG traces. The FROG error indicates the degree to which 
the retrieved FROG trace reproduces the experimental FROG trace. The use of 
this error definition is necessary because the actual pulse field is not available 
in practice. It is also reasonable because the FROG trace essentially uniquely 
determines the pulse, and similar traces yield similar pulses. Thus the least­
squares distance from the FROG trace is a good (the best available) measure 
of the distance of the retrieved pulse from the actual pulse. The computer 
program changes to a different technique when the error has decreased by less 
than 0.5% of the value 10-15 iterations before. The algorithm is very cautious. 
To be certain that the error is the minimum obtainable, the program cycles 
through the different techniques twice, even though it typically produces the 
minimum error on the first cycle at the generalized projection step. When the 
algorithm stops, the program outputs the pulse with the smallest FROG error 
as the best estimate of the pulse that generated the FROG trace. 

Simulation of Noise in FROG Traces 

We will use five test pulses in this chapter, and they are shown in Fig. 9.1. 
These pulses are representative of many experimental pulses. The pulses are 
shown in order of increasing complexity from Pulse 1, a transform-limited 
Gaussian, in Fig. 9.1a to Pulse 5, a double pulse with phase distortions 
that include linear chirp, spectral cubic phase and self-phase modulation, 
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Fig. 9.1: Intensities and phases of the five pulses used in this study. (a) Pulse 1, a fiat phase 
Gaussian. (b) Pulse 2, a linearly chirped Gaussian. (c) Pulse 3, a self-phase modulated Gaussian. 
(d) Pulse 4, a double pulse with spectral cubic phase. (e) Pulse 5, a double pulse with linear 
chirp, self-phase modulation and spectral cubic phase, which has a phase jump. 
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Fig. 9.2: The polarization-gate FROG trace of Pulse 5 (shown in Fig. 9.1e). 
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in Fig. 9.1e. As an example of a FROG trace, Fig. 9.2 shows the PG FROG 
trace of the pulse shown in Fig. 9.1 e. 

Since the FROG trace is the measured quantity, all noise occurs on the 
FROG trace, which, for this work, is a 64 x 64 array of data values representing 
the response of camera pixels. We will consider three types of noise that 
are representative of experimental noise: multiplicative noise, additive noise, 
and quantization error. MUltiplicative noise describes pixel-to-pixel signal 
variations that are proportional to the intensity at the pixel. Gain variation at 
each pixel of the CCD camera is a common example of multiplicative noise 
for a single-shot experiment. We simulate multiplicative noise at each pixel 
by defining the value of the noisy FROG trace at frequency Wi and time delay 
ij as: 

(9.2) 

Here mij is a pseudorandom number drawn from a zero-mean, unit-variance 
Gaussian distribution, and a is the noise fraction. The noise fraction is a 
convenient measure of the amount of noise, and we use it as such throughout 
this work. The maximum value of the noiseless FROG trace is normalized 
to one. It should be remembered, however, that the rms noise in the trace 
contaminated by multiplicative noise is considerably less than a, generally 
about a/l0 for traces in this work. 

Additive noise describes pixel-to-pixel signal variations independent of the 
FROG intensity at the pixels. A common example of additive noise is thermal 
noise that occurs in the charge-coupled device (CCD) cameras typically used 
for single-shot FROG measurements. We simulate additive noise at each pixel 
by defining 

(9.3) 
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Here l]ij is a pseudorandom number drawn from a Poisson distribution of 
mean 1]. We use a Poisson distribution for additive noise because this distrib­
ution probably best describes thermal noise. Simulations for a uniform noise 
distribution and a half Gaussian noise distribution gave results similar to those 
for the Poisson distribution indicating, so the choice of a Poisson distribution 
is sufficiently general. For additive noise, unlike multiplicative noise, the rms 
noise in a trace contaminated by such noise is approximately ex. 

In this chapter, we will ignore large-scale systematic errors, such as an inad­
equate phase matching bandwidth. Large-scale systematic error is inherently 
a problem for the algorithm (as it necessarily is in any scientific measurement 
technique) because it represents a deviation from a physically realizable FROG 
trace. Observations and simulations show that such noise rapidly degrades 
the performance of the algorithm and removal of any large-scale systematic 
error is necessary to ensure accurate retrieval as it must be in any method. 
Many types of such noise can be removed easily. For example, stray light 
from the probe pulse, biases in dark current and incoherent polarizer leakage 
(in PG FROG) may both be subtracted off by blocking the gate pulse and 
recording the background levels, provided these levels are repeatable from 
shot to shot. Incoherent polarizer leakage yields a delay-independent pulse­
spectrum-shaped baseline across the trace. It can be removed by sampling the 
few columns of data at the maximum and minimum delays, averaging these 
values, and subtracting the computed spectrum from the trace for all values 
of the delay. Coherent polarizer leakage yields fringes that cannot be simply 
subtracted. Thus, for PG FROG, using polarizers with high extinction ratios 
(~1 05) is desirable. Other types of systematic error can actually be removed­
often without even knowing their source-by the techniques presented in the 
next chapter. 

Trace Preparation: Background Subtraction and Image Processing 

Some preprocessing of the experimental trace is quite helpful. In this section 
we will describe background subtraction, multiplication of the trace by a 
function that is unity near the center of the trace but which falls to zero at the 
edges, typically a super-Gaussian (what we call "comer suppression"), and 
Fourier low-pass filtering. 

It is important that any data used as input to the FROG algorithm contain 
the entire trace, that is, have zero signal intensity around the perimeter. Sig­
nificant nonzero background at large delay or frequency offset tends to cause 
algorithm stagnation. There are several reasons for this. First, even if such 
background were physically valid, its failing to fall to zero would indicate a 
truncation of the trace. Without the full pulse data, the algorithm cannot be 
expected to accurately reproduce the correct pulse. Also, when it is not valid, 
background at large time delays in the FROG trace leads to incorrect non-zero 
background intensity, while noise at large frequency offsets in the FROG trace 
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Fig. 9.3: The PG FROG trace of Pulse 5 after including 10% additive noise. The noise is 
Poisson distributed with n = 5. No image processing has been used on the trace. The noise 
at large time delays leads to non-zero background intensity, and the noise at large frequency 
offsets leads to high-frequency fluctuations in the recovered intensity and phase. 

leads to incorrect high-frequency noise fluctuations in the recovered intensity 
and phase. Thus, a constant background everywhere in a FROG trace leads to 
noisy background everywhere in the retrieved pulse. Unfortunately, noise in 
the perimeter acts like background. As a result, the methods discussed in this 
section are aimed mainly at suppressing noise in the perimeter of the trace, 
although one method (Fourier low-pass filtering) also addresses the problem 
of noise in the central region of the trace as well. 

For the purposes of illustration, let us consider the test pulse of Fig. 9.1 e, 
whose trace is shown in Fig. 9.2, and show how these methods improve 
pulse retrieval. Figure 9.3 shows the FROG trace from Fig. 9.2 with additive 
Poisson-distributed noise added. The noise fraction shown here is quite large: 
0.1 (i.e., 10% of peak FROG signal). The mean of the Poisson distribution, 
n, was chosen to be 5 counts, while the peak of the trace corresponds to 50 
counts; thus, quantization noise is fairly large in this trace, as well. The noise 
does not have a zero mean, and this introduces an effective background offset 
with a magnitude approximately equal to the mean of the noise. Comparison 
of Figs. 9.2 and 9.3 indicates that the structure in the surrounding regions of 
the trace in Fig. 9.2 is now buried in the noise in Fig. 9.3, and even some ofthe 
main components of the trace are difficult to resolve, raising serious doubts 
that the algorithm can be reasonably expected to reproduce the pulse. This is 
a particularly challenging case. * 

Traces such as that in Fig. 9.3 will yield less than satisfying results if the 
algorithm operates on the trace as is. As an illustration of the expected results 
of such a trace, see Fig. 9.4a, b, which show the actual intensity and phase 

* Indeed, we don't wish to encourage you to measure pulses by making traces like this, even 
if the results we'll present will encourage you to do so! 
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Fig. 9.4: The retrieved pulse for the FROG trace of Fig. 9.3 without mean subtraction. The 
retrieved intensity exhibits a large background intensity, and the secondary peak is unresolved. 
Both the retrieved intensity and phase exhibit high-frequency fluctuations. (a) The actual and 
retrieved intensities. The rms intensity error defined in Equation 9.5 is 15 %. (b) The actual and 
retrieved phases. The rms phase error defined in Equation 9.6 is 0.65 radians. 

and the retrieved phase to which the algorithm has converged for this trace. 
Surprisingly, the algorithm does roughly retrieve the major features of the 
intensity and phase. The pulse length is about right, and the general shape 
of the phase is correct. The retrieved phase even contains the phase jump 
near t = 5. There is, however, sufficient noise elsewhere in the phase, that 
it is difficult to be confident in the jump. Worse, the secondary intensity 
peak cannot be resolved, and there is a large background intensity with high­
frequency fluctuations, as expected due to the large background in the trace. 

Significantly better algorithm performance is obtained in all cases, and 
especially this one, simply by subtracting the background off. In particular, 
before running the pulse-retrieval algorithm, let us process the trace by sub­
tracting off the mean of the noise. The mean is obtained by averaging the 
data in the 8 x 8 pixel squares in the comers of the FROG trace. Any negative 
points that result from the subtraction are set to zero. In practice, other meth­
ods might be preferred. For real experimental data, we prefer the following 
background removal techniques. In a multi shot experiment, where spectra of 
the signal field are taken for various values of the relative delay time, we gen­
erally subtract off a background spectrum taken under dark conditions from 
all the measured spectra. Similarly, in a single shot experiment, we subtract 
the spectrum measured at large delay times to remove the contributions of 
incoherently scattered light. 

Figure 9.5 shows the resulting FROG trace after this simple procedure for 
the example trace. Figures 9.6a, b show the retrieved intensity and phase for 
the FROG trace of Fig. 9.5. The algorithm now resolves the secondary inten­
sity peak, and the amplitude of the high-frequency fluctuating background 
has been reduced by nearly an order of magnitude. The phase jump near 
t = 5 is still accurately retrieved, and the remainder of the phase behavior 
is much more accurately obtained, yielding more confidence in the phase 
jump. Significant phase deviations remain only at very low intensity values. 
The improvement is significant, and quite impressive, given the amount of 
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Fig. 9.5: The PG FROG trace of the test pulse with 10% additive noise in the trace after 
subtracting the mean of the noise. Subtracting the mean of the noise lowers the unphysical 
values at large time delays and frequencies, which is crucial for accurate pulse retrieval. 
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Fig. 9.6: The retrieved pulse for the FROG trace of Fig. 9.5 Subtracting the mean greatly 
reduces the background intensity and high-frequency fluctuations. (a) The actual and retrieved 
intensities. (b) The actual and retrieved phases. 

noise present in the original trace. Nevertheless, even after mean subtraction, 
the tail of the Poisson distribution of the noise causes pixels at the edges of 
the trace to have non-negligible values. This leads to the residual noise in the 
wings of the pulse seen in Figs. 9.6a, b. 

As a result, because the FROG trace is essentially a two-dimensional image, 
let us consider several image-processing techniques to improve the retrieval. 
Out-range pixel smoothing and median filtering [6] do not work well. These 
methods involve replacing the actual pixel values with the average or median 
value of the surrounding pixels. This has the effect of broadening the traces in 
both the time and frequency dimensions without the corresponding changes 
in such trace features as slope that would be expected to occur as well, thus 
unphysically increasing the apparent pulse time-bandwidth products. As a 
result, the traces no longer resemble those of physically valid pulses. This 
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confuses the algorithm sufficiently that clear improvements in the retrieved 
intensities and phases are rarely obtained. 

For additive noise, the retrieval can sometimes be improved by corner sup­
pression, that is, simply multiplying the FROG trace by a radially symmetric 
super-Gaussian of the fonn: 

Here d is the full-width at half-maximum of the super-Gaussian. Fig. 9.7 
shows the FROG trace of Fig. 9.3 after mean subtraction and corner sup­
pression with d = 45. The corner suppression reduces the values and also the 
noise at the edges, and especially the corners, of the trace without significantly 
distorting the nonzero regions of the trace. Corner suppression is reasonable 
because the trace ought to be zero in these regions in the first place. 

Figures 9.8a, b show the retrieved intensity and phase from the trace in 
Fig. 9.7. Note the significant improvement in this retrieval over Figs. 9.4a, b 
and 9.6a, b, especially in the wings of the intensity. They illustrate that, after 
mean subtraction and corner suppression, the algorithm is able to extract the 
pulse intensity and phase remarkably well considering the initial noise. 

It should be remembered that corner suppression, while extremely useful 
for high-noise cases, can distort the trace somewhat, and the errors produced 
by the filter limit the accuracy of the retrieval. Thus, corner suppression is 
quite useful for noisy traces when some pulse distortion can be tolerated, but 
it is ofless utility for clean traces. It is also more useful for traces with additive 
noise than for those with multiplicative noise, for which, corner suppression 
is generally unnecessary. 

Of all the image processing techniques that have been considered, Fourier 
low-pass filtering of the FROG trace has proved to be the most useful. We 
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Fig. 9.7: The PG FROG trace of the test pulse with 10% additive noise after subtracting 
the mean of the noise and comer-suppression with d = 45 pixels. Super-Gaussian corner 
suppression forces the values at the perimeter and especially the corners to zero. 
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Fig. 9.8: The retrieved pulse for the FROG trace of Fig. 9.7. Note that the use of cor­
ner-suppression lowers the background intensity in the retrieved pulse. Also the reduction 
in the high-frequency noise allows the algorithm to resolve the two peaks of the pulse cleanly. 
(a) The actual and retrieved intensities. (b) The actual and retrieved phases. 

implement the low-pass filter by 2-D Fourier transforming the FROG trace, 
multiplying the transformed trace by a top-hat function of radius, in pixels, 
of pN /2 (setting all values outside pN /2 equal to zero) and transforming 
the result back from the transform space to the image space. Note that when 
p = I the top-hat function has a diameter of N pixels and excludes only 
the comers of the transformed trace. The effect of low-pass filtering on the 
FROG trace is to remove the higher spatial frequencies and smooth through 
the noise, but without significantly broadening the trace. p = I corresponds 
to suppression of one half of the fluctuations between adjacent points. Values 
of p less than I yield suppression oflower-spatial frequency noise in the trace. 
Be careful, when using values of p less than 1, not to filter out real spatial 
frequencies in the trace corresponding to actual pulse fluctuations. Since the 
simulated noise (and noise which usually occurs in experiments) is generally 
at higher spatial frequencies than are contained in any reasonable FROG trace, 
it is generally possible to improve the retrieval by low-pass filtering with an 
appropriate choice of p. 

Figure 9.9 shows the smoothing that occurs on the FROG trace of Fig. 9.7 
using a low-pass filter with p = 0.5 (in addition to using background 
subtraction and comer suppression with d = 45). Figs. 9. lOa, b show 
the improvement in the retrieval provided by the filtering. In particular, the 
retrieval of the phase is very good, except for slight ringing induced by the 
low-pass filter at the sharp phase change near t = 5. Also the noise-induced 
prepulses evident in Fig. 9.8a are reduced. Note that the retrieved pulse phase 
agrees beautifully with the actual phase and deviates only in regions of very 
low intensity, where the phase is not well defined. 

The choice of how tightly to low-pass filter, that is, the choice of the value of 
filter radius, p, depends on the quantity of noise and the type of noise present. 
Like all other filtering operations, low-pass filtering distorts the trace and 
introduces errors of its own. Low-pass filtering, while critical for traces with 
large amounts of noise, is not as useful for low levels of noise, which yield 
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Fig. 9.9: The PG FROG trace of the test pulse with 10% additive noise after subtracting the 
mean of the noise, corner-suppression with d = 45 pixels and low-pass filtering with p = 0.5. 
The low-pass filtering removes the high spatial frequency noise from the entire trace. The 
resulting smoothing effect is apparent. 
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Fig. 9.10: The retrieved pulse for the FROG trace of Fig. 9.9. The retrieved intensity is very 
good, clearly reproducing the peaks of the pulse with minimal background or high-frequency 
noise. The phase is also remarkably good for such an initially high amount of noise and does 
not strongly deviate from the actual phase except, as expected, at times where the intensity is 
below 1 % of the peak intensity. (a) The actual and retrieved intensities. The rms intensity error 
is 4% (b) The actual and retrieved phases. The rms phase error is 0.14%. 

much better results anyway. To give an idea of the magnitude of the distortion 
involved, let us apply low-pass filtering to a noise-free trace. Fig. 9.11 shows 
a plot of the mean intensity and phase errors (as defined in the next section), 
as a function of filter radius, induced by low-pass filtering noise-free PG 
FROG traces of the five test pulses. Note that, as expected, as the radius of the 
filter decreases, the errors introduced by the low-pass filter increase. When 
minimal noise is present in the trace, distortions induced by the low-pass filter 
will be quite noticeable and hence undesirable. On the other hand, when large 
amounts of noise are present in the trace, the error introduced by filtering may 
be negligible compared to the noise reduction obtained by using it. Thus the 
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Fig.9.12: The rms intensity and phase errors for PG FROG induced by using comer suppression 
on the FROG trace for the five test pulses. The data are plotted as a function of filter radius. 
The filter is centered on the FROG trace and has a diameter given in pixels in each of the two 
dimensions of the FROG trace. Error bars indicating one standard deviation from the mean 
error for the intensity and phase are shown at filter diameters of 40 and 60, respectively. 

use of the low-pass filter will in practice depend on the type and amount of 
noise. 

A similar noise-suppression distortion trade-off exists for comer suppres­
sion. Fig. 9.12 shows a plot of the mean intensity and phase errors induced 
as a function of the comer-suppression filter diameter. Just as for low-pass 
filtering, as the radius of the filter decreases, the errors introduced increase. In 
this case, however, the errors are nearly constant and moderate in magnitude 
even for relatively large diameters such as d = 60. 
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In view of these results, let us define the concept of optimized jiltering, 
which will involve heavy filtering in high-noise cases, and weaker filtering in 
low-noise cases where it is less necessary and our standards for pulse distortion 
are higher. Section 6 will discuss the specific details of optimized filtering in 
a discussion of the effects of noise on the retrieval of the intensity and phase. 

Before going to the next section, we note that additional, more sophisticated 
image-processing techniques, such as Wiener filtering [6] and, in particular 
Wavelet noise reduction [7-9] may eventually prove to be useful for removing 
noise from FROG traces. 

The Intensity and Phase Errors 

The performance of the algorithm can be quantitatively measured in two 
ways: (1) how well it retrieves the original intensity and phase, and (2) how 
well it retrieves the original FROG trace. In experiments, where the original 
intensity and phase are unknown, only the latter error is available. As a result, 
it plays a central role in the algorithm, as previously discussed. In this section, 
we will also define intensity and phase errors to give us an idea of how well the 
algorithm retrieves the pulse itself in simulations, rather than only its trace. All 
of these measures are related due to the one-to-one correspondence of pulses 
to possible FROG traces, but it is not a priori obvious what rms intensity and 
phase errors correspond to a given rms FROG trace error. We will find that 
the former errors will be on the order of the latter error. 

To measure how closely the algorithm retrieves the original intensity let us 
use the rms intensity error in the obvious manner, 

(9.5) 

where I and j are the actual and retrieved intensities, respectively. Here the 
peak of I (t) is normalized to one, so this error is often quoted as a percentage. 
The summation is over the N discrete time points. 

The choice of error to use as a monitor of the algorithm's ability to retrieve 
the phase is not as obvious. An unweighted rms phase error is inappropriate 
because the phase of the pulse is meaningless when the intensity is near 
zero. The retrieved phase can thus exhibit large-but meaningless-phase 
variations for low intensities that skew the rms phase error. Therefore, we 
would not want to include such phase points in an error calculation. A more 
appropriate choice of the error to use to monitor the retrieval of the phase is 
the intensity-weighted rms phase error: 

(9.6) 
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Here ¢ and ¢ are the actual and retrieved phases, respectively. Note that e</J 
has units of radians. 

When calculating both of these errors, it is important to minimize the errors 
with respect to the peak intensity, a temporal shift, and the absolute phase. 
This minimization accounts for the fact that the FROG trace is invariant to 
overall shifts in time and phase in the pulse and that the algorithm yields a 
pulse of no particular peak intensity. As an example of the relative magnitude 
of the errors, the intensity and phase errors obtained for Figs. 9.4a, b were 15% 
and 0.65 radians, respectively, while the intensity and phase errors obtained 
for Figs. 9.l0a, b were only 4% and 0.14 radians, respectively. 

We could also define and calculate the errors in the spectral intensity and 
phase rather than the temporal quantities. A simple argument, however, shows 
that the spectral errors contain no additional information. Consider the error 
in the field as a function of time, et, defined by: 

(9.7) 

Here E(t) is the reconstructed field at time t, and the summation is over the 
N discrete times. The error in the field as a function of frequency may be 
similarly defined by: 

N N 

e;, = L !E(wj) - E(Wj)!2 / L !E(Wj)!2 (9.8) 
j=l j=! 

Here E(w) and E(w) are the actual and reconstructed fields as a function of 
frequency w, respectively, and the summation is over the N discrete frequen­
cies. By Parseval's Theorem, e; = £~. Thus, since the error in the field versus 
time equals the error in the field versus frequency, the errors in the spectral 
intensity and phase will be similar to those in the temporal intensity and phase. 

The Effects of Additive and Multiplicative Noise on Retrieval 

Let us now consider the behavior of the intensity and phase errors in the 
presence of additive and multiplicative noise. We will use the same noise 
(i.e., set of rJij) in all cases and only its magnitude a changes. For additive 
noise, Fig. 9.13 shows the mean PG and SHG FROG retrieval errors for the 
five pulses versus noise fraction, a. The mean of the noise background was 
subtracted from the FROG traces before retrieval, but no other filtering has 
been performed. In general, filtering is strongly advised; this example without 
filtering is for the sake of illustration only. The error bars indicate one standard 
deviation from the mean for the five pulses. The errors for PG and SHG FROG 
are comparable and decrease as roughly the square root of the noise fraction. 
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Fig. 9.13: The rIllS intensity and phase errors for PG and SHG FROG for additive noise with 
n = 5. The mean of the noise background was subtracted from the FROG traces before 
retrieval, but no other filtering has been peiformed. The data are plotted as a function of noise 
fraction. The errors decrease roughly as the square root of the noise. An error bar indicating 
one standard deviation from the mean phase error for PG FROG is shown at a noise fraction 
of 10-2 . The standard deviation for the PG intensity at a noise fraction of 10-3 is contained 
within the circular marker. These high noise levels in the retrieved intensity and phase reveal 
the importance of filtering (see Fig. 9.15). 
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Fig.9.14: The actual and retrieved intensities of Pulse 1 for additive noise with ct = 0.001 and 
ct = 0.0001 for PG FROG. The noise floor in the wings of the retrieved intensities are roughly 
equal to, and decrease linearly with, the amount of additive noise, ct. 

For 0.1 % additive noise (a = 10-3), the algorithm achieves intensity and 
phase errors of order 1 % and 0.01 radians, respectively. For 10% additive 
noise, the algorithm achieves intensity and phase errors of order 10% and 0.1 
radians, respectively. 

It is interesting to consider where in the pulse the noise resides. It occurs 
mainly where the intensity is highest, and is much lower in the wings of the 
pulse. Fig. 9.14 shows, plotted on a log scale, the actual intensity for Pulse 1 
and the retrieved intensities for additive noise with a = 0.001 and a = 0.0001 
for PG FROG without filtering. While the rms intensity errors for these noise 
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levels are .0071 and .00145, respectively, the background levels or noise floors 
of the retrieved intensities are much lower: roughly equal to the amount of 
noise. This result holds for all the pulses and noise levels and shows that 
FROG measurements can be made with dynamic range limited only by (and 
equal to) the level of noise. FROG thus effectively finds weak satellite pulses, 
but it is less adept at revealing slight distortions in the high-intensity regions 
of the pulse. 

Significantly better results can be obtained using optimized filtering, which 
involves selective comer-suppression and low-pass filtering, mostly in cases 
when noise is large and some pulse distortion can be tolerated as the price to 
be paid for noise reduction. Specifically, in view of the results of Figs. 9.11 
and 9.12, define optimized filtering for additive noise to include low-pass 
filtering and comer suppression with filter radii chosen such that the mean 
induced errors due to the filters themselves are at the level of error desired. The 
optimized filter thus uses smaller filter radii in high-noise cases, where some 
distortion can be tolerated, and larger radii in low-noise cases, where such 
distortions will be noticed. Let the desired errors be an order of magnitude 
lower than the mean errors obtained without filtering, which are shown in 
Fig. 9.13. Thus the optimized comer-suppression radii are d = 60,41 and 35 
for additive noise with ex = 10-3, 10-2 and 10-1, respectively. For ex = 10-4, 

comer suppression is not used. The optimized low-pass filter radii for additive 
noise are p = 0.58,0.58,0.4 and 0.3 for ex = 10-4, 10-3, 10-2 and 10- 1, 

respectively. 
Figure 9.15 shows the results of optimized filtering of the additive-noise­

contaminated traces before running the algorithm for PG FROG. Note the 
significant improvement obtained, which is consistent with the extended 
example of the earlier section. Now, for 10% additive noise, the rms intensity 
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Fig. 9.15: The intensity and phase errors for PG FROG for additive noise with n = 5 with 
and without optimized filtering. Filtering lowers the retrieved errors dramatically. Error bars 
indicating one standard deviation from the mean intensity error for the filtered and unfiltered 
cases are shown at noise fractions of 10-2 and 10-3 , respectively. 
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Fig. 9.16: The intensity and phase errors for PG and SHG FROG for multiplicative noise. The 
traces were not filtered before retrieving the pulse. The data are plotted as a function of noise 
fraction. Error bars indicating one standard deviation from the mean phase error for PG and 
SHG FROG are shown at noise fractions of 10-2 and 10-3 , respectively. 

and phase errors are only on the order of 1 % and 0.01 radians, respectively. 
The results for SHG FROG are similar. It is thus clear that filtering should 
playa significant role in the pulse retrieval process in FROG in the presence 
of additive noise. As for the unfiltered case, the noise resides mainly where 
the intensity is highest, and is lower in the wings of the pulse. The noise floors 
of the retrieved intensity for filtered traces are roughly equal to the noise that 
remains in the wings of the trace after filtering. 

Figure 9.16 shows the PG and SHG FROG retrieval errors versus noise frac­
tion for multiplicative noise. Multiplicative noise as high as 10% produces 
errors of 1 %, indicating that, of course, the algorithm deals with multiplicative 
noise better than it deals with additive noise. This is not surprising because 
multiplicative noise is only significant where the signal intensity is large, so 
multiplicative noise leaves the perimeter of the trace unchanged. In addition, 
the average error in the trace for a given value of a is less for multiplica­
tive noise than for additive noise. As happens for additive noise, the errors 
decrease with decreasing noise fraction. One can used optimized filtering for 
multiplicative noise cases, but significant improvements in the reconstructions 
do not occur. The errors without the filters are much smaller than for additive 
noise and require such large filter radii (to prevent inducing even larger errors 
with the filters) that the filters prove unnecessary where only multiplicative 
noise exists. 

The Convergence Criterion 

As mentioned earlier, it is important to define a convergence condition to 
determine whether error in the retrieved pulse is simply the noise resulting 
from the measurement or instead is an indication of algorithm stagnation. In 



Noise: Its Effects and Suppression 197 

the fonner case, the retrieved pulse is meaningful, whereas, in the latter, it 
would not be. 

For theoretical traces, when we know the actual pulse, we could simply 
consider how well the algorithm retrieves the original pulse intensity and 
phase. However, it isn't clear how to define a quantitative criterion because 
noise in the FROG trace has different units from that in the phase, for example. 
And noise in the intensity isn't relatable to noise in the FROG trace either, even 
though they have the same units, because the two quantities live in different 
functional spaces. Instead, let us attack this issue by asking how well the 
algorithm retrieves the desired (i.e., noise free) FROG trace, which is directly 
relatable to the noise in the noisy FROG trace. This is reasonable in view of 
the uniqueness of FROG traces. 

Thus, we consider the algorithm to have converged to the original trace if 
the error between the retrieved FROG trace and the actual noise-free FROG 
trace is at most only slightly larger than the error between the noisy FROG 
trace and the actual FROG trace. Fonnally, convergence occurs when: 

e[ 4Roa(Wi, rj), IFROa(Wi, rj)] 
R = < 2 

e [I;ROG (Wi , rj), hROa(Wi, rj)] 
(9.9) 

where 

[
IN N ] 1/2/ [1 N N ] 1/2 

e[C, D] = N2 ~ f;(Cij - Dij)2 N2 ~ f; Dt (9.10) 

is the nns error of FROG trace C with respect to FROG trace D. If R is less 
than 2, the retrieved trace is a reasonable representation of the original trace. 
We use 2, and not 1, because the noisy trace is in some sense displaced in 
function space from the original noise-free trace, and the retrieved trace is 
then expected to be displaced somewhat from this trace still. So a number 
greater than 1 is appropriate, and 2 is reasonable. If, as often happens, R 
is less than one, the retrieved FROG trace is a better representation of the 
correct FROG trace than the noisy trace used as input to the algorithm. The 
algorithm has in some sense ignored the noise and found a solution that is 
better than the input! This apparent ability of the algorithm to separate the 
noise from the true FROG trace occurs because the noise does not satisfy the 
mathematical constraint imposed by the nonlinear interaction on the signal 
field (Equation 9.2 or Equation 9.3) and because the FROG trace has built in 
redundancy. The FROG trace has N2 data points while only 2N data points 
are required to describe the intensity and phase. 

Figure 9.17 shows the mean convergence criterion versus noise fraction 
for additive and multiplicative noise for PG FROG and SHG FROG. No 
filters are used for these results. In all cases, R is significantly less than 2, 
and the algorithm converges. For the individual pulses, the algorithm gives 
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Fig. 9.17: The convergence ratio for PG and SHG FROG for additive and multiplicative noise 
without filtering. For additive noise n = 5. The solid horizontal line indicates the convergence 
limit where R = 2. The algorithm converges for all cases. Error bars indicating one standard 
deviation from the mean convergence ratio for multiplicative noise for PG and SHG FROG are 
shown at noise fractions of 10-2 and 10-3, respectively. The upper error bar for PG FROG is 
contained within the diamond marker. 

convergence ratios below one and in some cases the convergence ratios are 
lower even than 0.1. As stated above, these convergence ratios indicate that 
the algorithm smoothes through the noise to produce a representation of the 
pulse that is significantly more accurate than the original trace with noise. In 
addition, the results for optimized filtering are numerically even better. We 
conclude that the algorithm converges beautifully in the presence of noise. 

Quantization Noise 

Digitizing a FROG trace, as is inevitable when transferring the data to a 
digital computer, leads to inaccuracies in retrievaL The data assume discrete 
values and no longer represent the pulse accurately. A standard camera has 
8 bits of resolution, and much more expensive cameras can have up to 16 
bits of resolution. Let us focus here on 8-bit digitization. For PG and SHG 
FROG, Figs. 9.18 and 9.19 show the retrieved intensity and phase for Pulse 
5 after the FROG traces were reduced to 8 bits of resolution. For PG FROG 
the intensity and phase errors are 1.1 % and 0.0044 radians, respectively, and 
for SHG FROG the intensity and phase errors are 0.63% and 0.00216 radians, 
respectively. In both cases, the deviations of the retrieval are only apparent 
for intensities near 10-3 of the peak intensity. This is not surprising since 
the FROG traces have 256 levels. These traces are generally representative 
of the results of our quantization studies, and we conclude that a standard 
8-bit camera is probably sufficient for measurements with over rv 1 02 dynamic 
range in the intensity of the FROG signal assuming that the full eight bits are 
used. If an experimenter only uses four of the available bits while taking 
data, he will obtain poorer results. Switching to a 14-bit camera will increase 
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Fig. 9.18: The retrieved test pulse for PG FROG after quantization to 8 bits. The errors in the 
retrieved intensity and phase are small and become apparent mainly intensities below 10-3 of 
the peak intensity. a) The actual and retrieved intensities. The rrns intensity error is 1.1 %. b) 
The actual and retrieved phases. The phase error is .0044 radians. 
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Fig. 9.19: The retrieved test pulse for SHG FROG after quantization to 8 bits. The errors in 
the retrieved intensity and phase are small and become apparent mainly intensities below 10-3 

ofthe peak intensity. (a) The actual and retrieved intensities. The rrns intensity error is 0.63%. 
(b) The actual and retrieved phases. The phase error is .00216 radians. 

the number of quantization levels to 16384, and will give a dynamic range 
up to "-' 1 04 . Making measurements with dynamic ranges of 105 or more will 
require separate calibrations of a FROG device for different intensity regimes. 
No filtering was used in this analysis, but optimized filtering may yield some 
improvement (although probably not as much as in the additive noise case). 

Error Bars and Boot-Strap Methods 

How accurate is a given FROG measurement of a pulse? While some indi­
cation of the measured pulse accuracy is available from the FROG error, we 
need a method for determining the error in each of the retrieved intensity and 
phase points. In other words, how do we place error bars on the intensity 
and phase at each time (and frequency)? In this section, we present a simple, 
robust, and general method for doing this. By applying this method to both 
theoretical and experimental FROG measurements of pulses, we will show 
that it gives reasonable results. 
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The method that we will use is called the boot-strap method, an established 
statistical method [10,11]. In this case, it involves running the FROG algorithm 
several times for the measured FROG trace, but each time with a random set 
(about half) of the data points removed, and tabulating the statistics of the 
retrieved intensity and phase values obtained during these runs. The statistics 
of these re-sampled values approximate the actual statistics of the retrieved 
intensity and phase values at the various times (and frequencies). In this way, 
we can place error bars on the intensity and phase at each time or frequency. 

Figure 9.20 shows the retrieved intensity and phase of a theoretical Gaussian 
flat-phase pulse with error bars determined this way. To simulate experimental 
noise, 1 % uniform, additive noise has been added to the FROG trace. The error 
bars represent the ± 1 standard deviation points about the mean value of each 
retrieved intensity or phase value for each time. The resulting intensity errors 
are on the order of 1 % of the intensity peak, but vary with intensity. The phase 
noise is large in the pulse wings, as expected, because the intensity goes to 
zero there. Note also that about 60% of the actual points fall within the error 
range, which indicates that this procedure is reasonable. 

Figure 9.21 shows the retrieved intensity and phase of an experimentally 
measured pulse using TG FROG, with error bars obtained using the boot-strap 
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Fig. 9.20: The retrieved intensity and phase of a theoretical Gaussian flat-phase pulse with 1% 
additive noise in its trace with error bars detenmned using the boot-strap method. 
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Fig. 9.21: Retrieved intensity and phase of an experimental pulse measured with a 
transient-grating FROG device. The error bars were obtained using the boot-strap method. 
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method. The experimental noise corresponded to a few percent multiplicative 
noise in the FROG trace. Note that the resulting errors are also a few percent 
but vary with intensity. 

The boot-strap method is easy to implement. It may seem that, because it 
requires about ten runs of the algorithm, it could be quite slow. The FROG 
code, however, typically requires only a few seconds on a PC or Macintosh 
to converge, a time that is rapidly decreasing with improvements in computer 
speed. Also by using the retrieved intensity as an initial guess for the additional 
required runs, these additional runs proceed in a small fraction of the time 
required for the first run. 

Another method for determining error bars for FROG measurements that is 
being developed using a Principle Components Generalized Projection Algo­
rithm (PCGPA) [12,13]. The method relies on the fact thattheFROG trace may 
be described as the outer product of two vectors. Since noise and systematic 
errors convert FROG traces into images that can no longer be described by a 
single outer product pair, it is possible to perform a singular value decomposi­
tion of the FROG measurement and learn about the noise and systematic errors 
by looking at the weights of the outer product pairs [14] (see Chapter 21). 
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10. Practical Issues, Marginals, 
Error Checks, and Error Correction 

Greg Taft and Ken DeLong 

Introduction 

The usefulness of a new scientific technique is detennined by the details of 
its implementation. Many clever techniques that are otherwise rigorous and 
sound fail to become useful workhorse laboratory techniques because of dif­
ficulties in experimental implementation, noise sensitivity, cumbersomeness, 
or other more fundamental limitations. Often these details go unreported (who 
wants to write a paper explaining how he failed to be able to do something?), 
resulting in a loss of valuable time and resources for research groups that 
attempt to use the technique. It's therefore incumbent upon the developers 
of an experimental technique to detennine whether practical limitations will 
render the technique less than ideal. 

In our experience developing and using FROG, we have found it to be 
extremely well-suited to its purpose and free of irritating or debilitating com­
plications. But, as with any technique, there are practical issues involved in 
the everyday use of FROG. These include questions like "What limits the min­
imum and maximum intensities that can be used with FROG?" "How can we 
tell if our FROG data are valid?" "How densely should we sample the points 
in a FROG trace?" "Can a pulse of arbitrary complexity be represented on a 
FROG trace?" It's the purpose of this chapter to answer practical questions 
such as these. 

We start with a discussion of redundancy and error detection in FROG. 
Then we present a simple and powerful technique to check the consistency 
of FROG data with an independently measured spectrum and autocorrelation 
of the pulse. We show how these checks can uncover systematic errors in 
the measurement apparatus that might otherwise go undiscovered. We also 
show how these checks can be used to correct faulty FROG data. We then 
explore some fundamental limits to the FROG technique. We explore the 
low-power limits to FROG and find that, in its most sensitive incarnation 
(SHG FROG), it just breaks the I pJ barrier for 100 fs pulses (the new beam 
geometry, called GRENOUILLE and discussed in Chapter 12, does even 
better). On the other end of the scale, we find that the upper limit to allowable 
FROG-signal efficiency is about 1 %, and is limited in X (3) geometries by self­
and cross-phase modulation-induced distortion. We compute the maximum 
time-bandwidth product for pulses that can be properly represented on a FROG 
trace of a given size. This maximum (nns) time-bandwidth product ranges 
anywhere from 3 to 20 for a FROG trace of 128 x 128 pixels, and varies 
strongly with the fonn of the pulse itself and the desired accuracy. More 
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complex pulses can be measured by using larger arrays. We also discuss the 
issue of how densely to sample the FROG trace. We end the chapter with a 
discussion of FROG error values. 

Redundancy and E"or Detection in FROG 

We've used the FROG algorithm to retrieve thousands of pulses, both simu­
lated and experimental, and we wish to stress that, for valid data, the algorithm 
has never failed to converge. In our experience, the algorithm always con­
verges for properly taken traces. The only occasions on which it didn't were 
for traces that were badly undersampled (aliased), incorrectly calibrated, trun­
cated, distorted, or excessively corrupted by random or systematic error. This 
is in fact a unique advantage of the FROG method: if the algorithm doesn't 
converge, one can be sure that an error exists in the data collection apparatus, 
while, if the algorithm converges well, it nearly guarantees that the correct 
result has been found. The reason for this is that an electric field sampled at 
N points has 2N degrees offreedom (N points of both magnitude and phase), 
but corresponds to a FROG trace with N 2 pixels. Thus, there's great redun­
dancy in the FROG trace (it's overdetermined), meaning that there are many 
more possible FROG traces-configurations of N 2 pixels-than are allowed 
by a physically realizable electric field. Thus, a real FROG trace with some 
systematic or much random error added to it most likely won't correspond to 
a physically valid FROG trace, leading to non-convergence of the algorithm, 
while convergence of the algorithm nearly guarantees that the measurement 
was accurate and free of artifacts. 

Typically, the algorithm converges to the closest physically valid FROG 
trace to the input trace. As shown in the previous chapter, in the presence of 
random noise, the algorithm often converges to a trace that is considerably 
closer to the noise-free trace than the original (noisy) input data [I]! In the 
case of systematic error, the corrupted trace is almost always quite unlike 
any physically valid trace, leading to non-convergence of the algorithm. For­
tunately, there are ways to detect this type of systematic error, even before 
running the algorithm, as we shall see below. 

The redundancy in the FROG trace allows for several types of checks on the 
accuracy of the data. When analyzing experimental FROG data, in the majority 
of cases we have discovered systematic errors in the data collection apparatus 
simply from inspection ofthe FROG trace and its marginals (see next section), 
allowing us to "debug" experiments remotely. In methods that do not provide 
such checks, these errors would probably have gone undiscovered. Far from 
being a disadvantage, the two-dimensional, redundant nature of the FROG 
data set gives us the powerful ability to detect and correct systematic errors 
in the experimental setup. 

This sensitivity to systematic experimental errors is a crucial part of the 
diagnostic power of FROG. The FROG technique consists of a pump-probe 
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type process followed by the measurement of the spectrum. If one is unable to 
do these two experiments correctly (due to spatial chirp in the beam, incorrect 
calibrations, beam distortions at the focus, etc.) then it is unlikely that any other 
experimental results generated by the apparatus will be valid, as almost all 
experiments require a pump-probe and/or spectral measurement. Thus, FROG 
allows an extremely germane check on the performance of the experimental 
apparatus. 

Self-consistency Checks for FROG Data: The Marginals 

The fact that the FROG trace contains redundant data (i.e. it is overdeter­
mined) allows for some fairly simple, yet powerful, checks on the consistency 
of the experimental data. These checks involve the marginais, which are the 
one-dimensional curves obtained by integrating the FROG trace over one of 
its coordinates. The marginals can be compared to quantities involving the 
pulse's spectrum and autocorrelation. When these easily computed quantities 
agree, one can be fairly sure of the consistency of the data. The more useful 
of the two marginals is the frequency marginal, 

Mw (w) = i: [FROG (w, r) dr (10.1) 

obtained by integration of the FROG trace over the delay variable. 
The form of the marginals was explored in an earlier work [2]. As an 

example, we consider here the case of SHG FROG, which is perhaps the 
easiest to understand. In this case, the frequency marginal should have a 
functional form identical to the autoconvolution of the pulse spectrum S (w): 

I M~HG(w - 2wo) = S(w - wo) * S(w - wo) I (10.2) 

where Wo is the carrier frequency and the asterisk denotes convolution. There­
fore, by simply measuring the fundamental pulse spectrum, one can easily 
check the consistency of the FROG data. If the SHG FROG frequency mar­
ginal does not agree with the autoconvolution of the pulse spectrum, one can 
be assured that there is a systematic experimental error somewhere in the 
system. Some typical possibilities are incorrect wavelength or temporal cali­
brations of the FROG data, a spectrometer/camera response that varies with 
wavelength, insufficient doubling crystal bandwidth, spatial chirp, spatio­
temporal distortions of the pulse at the focus, etc. Under these conditions, 
it is illogical to expect that the spectrum of the field retrieved by the FROG 
algorithm should match the experimentally measured spectrum-the failure 
of Eq. 00.2) indicates that the SHG FROG data are inconsistent with the 
measured pulse spectrum. 
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In the PG and SD FROG geometries, the same sorts of consistency checks 
are available. However, the exact form of the frequency marginal varies with 
the type of geometry. In the case of PG FROG, the frequency marginal has 
the form 

(10.3) 

where ~{} indicates Fourier transform and A(T) is the usual second-order 
intensity autocorrelation. Thus in PG FROG, it is possible to check the con­
sistency of the FROG data with both the spectrum and the autocorrelation of 
the pulse through a simple convolution of these two quantities. In SD FROG, 
the frequency marginal is 

(10.4) 

where SSH (w) is the spectrum of the second harmonic of the pulse. When using 
the marginals as a check on the data consistency, it is important to remember to 
center all spectra on the same carrier frequency Wo and to interpolate laboratory 
spectra to a constant frequency spacing. In the case of extremely broadband 
light, in addition to merely changing the abscissa of the data, this also involves 
a nonlinear scaling factor 

(10.5) 

to change from a spectrum sampled on a constant wavelength interval (as 
most spectrometers yield) to one sampled on a constant frequency interval (as 
needed for an FFf). 

In addition, the delay marginal is the integral of the trace over all frequen­
cies. Because it un-spectrally resolves the trace, it's obviously equal to the 
autocorrelation, which can also yield a useful check on the data. 

Removing Systematic Error from FROG Traces 

The marginals are extremely useful for detecting the systematic errors men­
tioned above. With SHG FROG, the marginals also can be used to correct the 
FROG trace for these systematic errors by simply multiplying the trace by the 
ratio of the fundamental spectrum autoconvolution and the frequency mar­
ginal, thus enforcing agreement of these two quantities. Remarkably, this 
correction procedure corrects, not only for all known frequency-dependent 
effects, but for unknown effects, as well. In other words, even if you haven't 
measured the spectral response of the diffraction grating in your spectro­
meter, any wavelength-dependence of this element will be compensated by 
this correction procedure. Of course, this procedure only works if no zeroes 
(or very low values) occur in the various wavelength-dependent responsivity, 
reflection, transmission, or efficiency curves. 
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Fig. 10.1: FROG measurements using insufficient phase-matching bandwidth. (a) The exper­
imentally measured SHG FROG trace for a 12-fs pulse with a double-peaked spectrum; 
(b) retrieved FROG trace; (c) retrieved intensity and phase. In Figs. 10.1 and 10.3 the traces 
are shown as density plots with overlaid contour lines at the following intensity values: 2%, 
4%, 6%, 8%, 10%, 20%, 40%, 60%, and 80%. 

We will now demonstrate the use of this procedure for the measurement 
of a 12-fs, 150-nm-bandwidth pulse from a low-dispersion self-modelocked 
Ti:Sapphire laser [3,4] whose experimental SHG FROG trace is shown in 
Fig. 10.1 a. Fig. 10.1 b shows the retrieved SHG FROG trace of this pulse, and 
Fig. 1O.1c shows the retrieved intensity and phase in both domains. Note that 
convergence has occurred (the FROG error for this 128 x 128 trace is 0.002 
73, approximately equal to the noise in the trace), and the retrieved SHG 
FROG trace agrees well with the experimental trace. Unfortunately, uniform 
phase-matching of the entire bandwidth of this pulse has not occurred, as 
shown by the comparison of the pulse autoconvolution with the FROG-trace 
frequency marginal in Fig. 10.2. Clearly, for the particular angle of the SHG 
crystal used in the measurement, the crystal phase-matching efficiency is 
greater for the short wavelengths than for long ones. (Further evidence for 
this conclusion is that, for different SHG crystal angles, different spectral 
regions were underrepresented in the trace.) As a result, the retrieved pulse 
is suspect, despite the good convergence of the algorithm. Indeed, we have 
found that, while algorithm convergence is a very good indicator of a correct 
pulse measurement in other versions of FROG, convergence is usually, but 
not always, such an indicator in SHG FROG, mainly due to the additional 
symmetry and time ambiguity of SHG FROG traces. Consequently, additional 
care must be used in SHG FROG measurements. 

We can, however, use the knowledge of the spectrum autoconvolution 
to correct the FROG trace by multiplying the measured trace by the ratio 
of the spectrum auto-convolution and the trace frequency marginal. Since 
the frequency marginal of the corrected trace now necessarily agrees with 
the spectrum autoconvolution, systematic errors associated with inadequate 
phase-matching bandwidth and potential wavelength-dependences of other 
components no longer corrupt the data. Figure 1O.3a shows the corrected 
FROG trace using this procedure; Fig. 1O.3b shows the retrieved FROG trace; 
and Fig. 1O.3c shows the retrieved intensity and phase. The FROG error for 
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Fig. 10.2: Comparison of the autoconvolution and frequency marginal of the pulse whose trace 
is shown in the previous figure. Note the attenuated frequency marginal at long wavelengths 
compared to the autoconvolution of the spectrum, indicating poor phase-matching efficiency 
for those wavelengths. 
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Fig. 10.3: Corrected FROG trace using the measured frequency marginal and spectrum auto­
convolution. (a) The corrected experimental SHG FROG trace for a 12 fs pulse with a double 
peaked spectrum; (b) retrieved FROG trace; (c) retrieved intensity and phase. Note the 
double-humped spectrum that was missing in the retrieved spectrum shown in Fig. lO.lc. 

this trace and its retrieved twin is 0.003 31, which is again approximately 
the experimental error (note that the error has increased slightly after using 
the correction procedure, because it has augmented regions of the trace that 
were formerly of low intensity, thus amplifying the noise somewhat, as can 
be seen in the corrected trace). Notice that the long-wavelength component 
of the double-peaked spectrum associated with this particular low-dispersion 
laser is much more evident in this retrieved pulse than in the previous retrieval 
using the uncorrected trace. Indeed, this measured spectrum agrees well with 
the independently measured pulse spectrum and theoretical simulations of 
the laser. As a result, this correction procedure has improved the pulse mea­
surement considerably. Although this correction procedure is limited to SHG 
FROG, the marginals still can be used as an effective diagnostic tool with 
other FROG geometries. 

This correction procedure is important and, as a result, is now commonplace 
in measurements of broadband pulses (see Chapters 14 and 17). It is especially 
helpful and reliable because, while the SHG FROG trace is measured at the 
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SH (often in the UV), where wavelength-dependent systematic error is more 
likely, the spectrum is measured at the fundamental wavelength, where such 
errors are less likely, or at least different, and are more easily corrected. It is 
also currently unique to FROG. 

Limitations to the FROG Technique 

In this section we'll explore some experimental limitations to FROG. 
Because FROG uses a nonlinear process to generate the signal field, there's a 
limit to the lowest intensity pulse that can be measured with a given medium. 
We'll quantify some of these limits. Also, we'll discuss the maximum allow­
able diffraction efficiency in the X (3) techniques and the maximum obtainable 
time-bandwidth products available for a FROG trace of fixed size. Finally, we 
discuss the appropriate sampling rates for FROG traces. 

Low-power Limits 

Because a nonlinear process generates the FROG signal field, FROG 
requires a minimum pulse power, which varies from version to version of 
FROG. The single-shot versions of FROG, for example, require more power 
than the multi-shot versions because, in single-shot versions, the pulse is 
focused to a line, instead of a point as in the multi-shot version. For a pulse 
of given power, this results in a higher intensity at the nonlinear medium for 
the multi-shot case. Also, the minimum pulse power necessary to generate a 
usable FROG trace will vary with the geometry used. Second-order effects 
(SHG) require lower intensities at the nonlinear medium than third-order 
effects (PG and SO), so SHG FROG can function with lower pulse powers. 

Multi-shot SHG FROG is the most sensitive of the FROG geometries. In 
one of our experiments, we used a KOP crystal as the nonlinear medium. 
Pulses from a Ti:Sapphire oscillator operating at 860 nm with 80 fs FWHM 
were split into two beams by a beam splitter and focused with a 200 mm focal 
length spherical lens onto a 300 micron thick KDP sample. The non-collinear 
SHG signal beam was collected and recollimated with another spherical lens, 
dispersed by a grating, and focused onto a CCO camera. We were able to 
record SHG FROG traces at a 40: 1 peak signal-to-dark-current-noise ratio 
wi th our setup for peak pulse powers as low as 190 W ( 15 pJ for our pulses) in 
each of the two beams. The 96 MHz pulse train was averaged over the camera 
read-out time of 16 ms. The spectrum covered approximately 50 pixels on the 
camera. 

The apparatus was not optimized, and further gains in sensitivity could 
have been realized through the use of a crystal with a higher nonlinearity (e.g. 
BBO), tighter focusing, or using a more sensitive or less noisy camera (our 
camera produced about 5 counts of dark current per pixel over a measurement 
period). With these improvements, multi-shot SHG FROG traces could be 
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Table 10.1: Practical low-power limits for various FROG geometries. 
(Multi-shot and signal-averaged single-shot geometries assume a 96 MHz 
pulse repetition rate and a 16 ms camera averaging time. Energies in 
parentheses are for an 80 fs long pulse. An asterisk indicates values 
extrapolated from other entries in the table.) Longer camera averaging 
times, tighter focusing, and use of BBO (instead of KDP) would yield 
better sensitivities. 

FROG geometry Multi-shot 

SHG 190W (l5pJ) 
PG 6MW (480nJ) 

Avg. single-shot True single-shot 

25 kW (2 nJ) 3 MW* (240 nJ) 
45 MW (3.6I1J) 

made for pulses in the femtojoule range when the pulse length is 100 fs or 
shorter. 

In the single-shot SHG FROG configuration, we were able to record FROG 
traces for input pulse powers as low as 25 kW (2 nJ for our pulses) when using 
signal averaging of the 96 MHz pulse train over the 16ms camera read-out 
time. From these numbers, we anticipate that true single-shot operation should 
be available for pulse powers of 3 MW. 

In a multi-shot PG FROG geometry, using 1 mm of UV-grade fused silica 
as the nonlinear medium produced acceptable signals for a total input power 
of 300 nJ for 45 fs pulses (6 MW peak power). This experimental setup used 
a 150 cm focal length lens to focus the beams into the sample. Single-shot PG 
FROG results are taken from ref. [5]. 

Our results for the low-power limits to FROG are given in Table 1. 

Signal-efficiency Limit 

In PG and SD FROG, the signal efficiency of the process used to gener­
ate the FROG signal field cannot be made arbitrarily high, even if the pulse 
energy is high, because the same fundamental mechanism that is responsible 
for generating the signal field is also responsible for self- and cross-phase 
modulation, which distort the pulse spectrum and hence the FROG trace. 
Here, we make a simple estimate (ignoring propagation effects) of the max­
imum signal efficiency available without significant distortion of the pulse 
being measured. We calculate the FROG signal efficiency as a function of the 
maximum gate-beam-induced phase change /l¢ of the probe beam. We then 
calculate the amount of pulse distortion for a given amount of cross-phase 
modulation, which is also measured by /l¢. In this way we can place an 
upper limit to the FROG signal efficiency. 

In PG FROG, the signal efficiency is easily found to be 1] = (/l¢)2j4, 
where /l¢ = kOn2! L, and ko is the vacuum wavevector, n2 is the nonlinear 
refractive index, ! is the intensity of the gate pulse and L is the length of 
the medium. To estimate the effects of cross-phase modulation for a given 
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Table 10.2: High-signal efficiency limits in third-order 
FROG. The induced phase change and its corresponding 
efficiency and spectral broadening. 

11¢ Peak signal efficiency Spectral broadening 

0.2rad 
0.6rad 

1% 
9% 

rrns FWHM 

1.5% 
13% 

0.16% 
1.4% 

value of D..¢, we examine a Gaussian pulse with a time-dependent phase 
of <I>(t) = D..¢l(t), where l(t) is the intensity of the pulse normalized to 
a peak of unity. The results of numerical calculations are summarized in 
Table 2. Because the time-domain intensity profile is unaffected, the amount 
of spectral broadening is equal to the increase in the time-bandwidth product. 

We see that, to limit the rms spectral broadening to < 1.5%, D..¢ must be 
<0.2 radians, corresponding to a peak signal efficiency of (0.2)2/4 or 1 %. 
In SD FROG, the argument is essentially identical. The limits to maximum 
signal efficiency in SHG FROG (again, about 1 %) stem from pump-depletion 
considerations, and were discussed in ref. [6]. 

Maximum Time-bandwidth Product 

In all FROG measurements, it's essential to measure the entire trace and not 
to crop it: after all, we wish to measure the entire pulse, not just a piece of it! 
The trace should be an island in a sea of zeros. That no cropping of the trace 
should occur may seem obvious, but cropped traces are the most common 
cause of poor pulse measurements for new users of FROG. In fairness to new 
FROG users, however, this issue is a bit more subtle than we're implying 
here. Since a function can't have finite extent in both time and frequency, the 
FROG trace, which is a function of time in one direction and frequency in the 
other, must extend from -00 to +00 in at least one direction. If we were to 
require that all nonzero values of the trace be measured, then we'd have to 
scan infinitely far in at least one direction, thus delaying quite unacceptably 
the relevant graduate student's graduation date. So there's no way to avoid 
some cropping of the trace, but everyone agrees that it's important that the 
trace decrease to a fraction of a per cent of its maximum value at its edges. If 
you desire greater accuracy, then you may wish to scan a bit further. 

A consequence of this is that a given FROG trace of N x N pixels cannot 
represent a pulse with an arbitrarily large time-bandwidth product (TBP). For 
pulses with too large a TBP, the trace will have significant intensity off the 
edge of the numerical array, and the pulse will be aliased in the time and/or 
frequency domains (this issue will be more fully discussed in the next section). 
Therefore there is an upper limit to the TBP of a pulse that can be properly 
represented on a FROG trace of a given size (number of pixels). We have 
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Table 10.3: The maximum TBP's representable on a 
FROG trace of 128 x 128 pixels. The products are 
computed as rms values (with FWHM values in 
parentheses) for which the FROG trace is truncated to 
< 10-4 of the peak. These values scale roughly with the 
size N of the FROG trace. 

Pulse type 

Linear chirp 
Self-phase mod. 
Spectral cubic phase 

PG SD SHG 

8.8 (7.8) 4.9 (4.3) 5.1 (4.5) 
20 (20) 7.5 (7.6) 8.8 (9.0) 

3.4 (0.89) 3.0 (0.86) 3.3 (0.87) 

numerically detennined these upper limits for FROG traces of several sizes. 
(In making this calculation, we continue with our convention of generating 
an N x N FROG trace from a field N elements long.) 

The TBP's we report use the full-width at half maximum (FWHM) mea­
sured in cycles and the root-mean-square (rms) measured in radians. In 
Chapter 2, we saw that, in the respective units, a transform-limited Gaussian 
has a TBPFWHM of 0.441 (cycles) and a TBPnns of 0.5 (rad). It should be noted 
that an rms TBP of 0.5 is an absolute minimum for all waveforms, while 
the FWHM TBP can range quite low (a transform-limited Lorentzian has a 
FWHM time-bandwidth product of 0.221, while its rms TBP is 2.47!). 

We found that the upper limit for the TBP varies strongly with the form of 
the pulse. Therefore, we used pulses with linear chirp, self-phase modulation, 
and spectral cubic phase. The results for a 128 x 128 FROG trace are seen in 
Table 3 for the three main FROG geometries. The criterion chosen was that 
the intensity at the edge of the FROG trace grid was 10-4 or less of the peak 
intensity. For an N x N FROG trace we found that the maximum available TBP 
scales roughly with N, except for the case of self-phase modulated pulses, 
where it appears to scale roughly like 1.2N. The algorithm was able to retrieve 
all of the pulses with maximum TBP. However, it should be noted that these 
were noise-free, simulated pulses, and the presence of noise may make these 
pulses more difficult to retrieve (the amount of redundancy is minimal for 
data that fills the FROG trace grid). Therefore, with experimental data, it is 
probably best to use a larger array when the TBP of the pulse approaches the 
maximum value. 

Sampling Rate 

The issue of sampling in a time-frequency technique such as FROG is a 
subtle issue. Before we directly address this issue, there are some basic terms 
and concepts that must be established. 

As noted in the previous section, the FROG trace is considered properly 
sampled when the data aren't truncated; i.e., all non-zero FROG data lie within 
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the FROG trace grid. Of course, in a strict mathematical sense, FROG trace 
data never go to zero: the FROG trace of a Gaussian pulse, for example, decays 
like a Gaussian in all directions. As a practical criterion, we'll consider FROG 
trace data to be properly sampled when the intensity of the data points at the 
perimeter of the FROG trace grid are 10-4 or less of the peak of the trace. 
A data set that satisfies this criterion is said to satisfy the FROG sampling 
rate (FSR). A FROG trace that satisfies the FSR completely determines the 
intensity and phase of the pulse that created it, as we shall show. 

A similar criterion that arises in signal processing is the Nyquist criterion 
[7]. A band-limited function is properly sampled ifthe sampling rate is at least 
as high as the so-called Nyquist rate, where the highest frequency occurring 
in the signal is sampled at least twice per period. In this case, the discrete 
samples of the signal contain all the information about the signal: sampling 
at a higher rate, noise considerations aside, gains nothing. Note that a signal 
sampled at the Nyquist rate is not necessarily pretty: a sine wave sampled 
twice per period looks like a sawtooth, while a Nyquist-sampled Gaussian 
has only one point above the half-maximum and only 5 points larger than 1 % 
of the peak! (Note that a Gaussian can never be a band-limited function, as it 
has infinite extent in both time and frequency. However, in analogy with the 
FROG trace, we can consider the 10-4 points of the spectrum as the "band 
limit.") Nevertheless, despite their jagged appearance, these sampled signals 
completely determine the original waveform. 

The FSR is a stricter criterion than the Nyquist rate. A pulse sampled at 
the Nyquist rate will have FROG trace data that are truncated at significant 
energies: the data won't be fully contained on the FROG trace grid, and thus 
the FSR won't be satisfied. In order to get all ofthe data on the grid and satisfy 
the FSR, the pulse must be sampled at a higher rate than the Nyquist rate. This 
means that any FROG trace data that satisfy the FSR automatically contain 
all the information about the pulse. No new information is gained (except 
perhaps noise immunity) by sampling at higher rates. 

The FSR actually comprises two limits to the sampling of the data. First, 
the data must be sampled with a small enough temporal step or so that the 
data do not extend off the FROG trace grid in the frequency direction. * For a 
Gaussian spectrum and PG FROG, this occurs when 

1 A6 or < ~ ----"'==~ 
- 6.3~v~HM 6.3c~A~ 

(10.6) 

* Fundamentally, the delay coordinate and the frequency coordinate are not constrained by 
the fast Fourier-transfonn (FFT); the FFT relates the temporal coordinate t to the frequency 
coordinate w. In principle, one could use a different step size when sampling the delay r 
than when sampling the time t. However, this will lead to many practical difficulties in the 
programming of the algorithm, so that, for the sake of convenience, the step size in both delay 
r and time t are usually taken to be identical. This leads to an effective coupling, through the 
FFT, of the delay and frequency axes. We assume this convention throughout this book. 
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where AO is the central wavelength and LU~HM (~v~) is the spectral 
width FWHM in wavelength (frequency). If the pulse is transform limited, this 
becomes ~ r;WHM / or :::: 2.78, where ~ r~ is the pulse length (FWHM in 
intensity). The second limit inherent in the FSR is that the temporal sampling 
step size be large enough that the FROG trace data do not extend off the grid 
in the time delay direction. For a Gaussian pulse in time and for PG FROG, 
this evaluates to: 

4.5rFWHM 
or> p 

- N 
(10.7) 

In general, then, the procedure for selecting the sampling rate and grid size 
for an arbitrary pulse is: First, the upper limit for the temporal step size is set 
by Eq. (10.7). The minimum grid size N is then selected so that the extent 
of the FROG trace grid in the delay direction contains all of the non-zero 
FROG trace data. If the pulse is complex enough that both limits cannot be 
satisfied simultaneously, the grid size N must be increased. The numerical 
factors in Eqs. (10.6) and (10.7) were calculated for Gaussian pulses; other 
pulse and spectral shapes will have slightly different FSR limits. Differing 
FROG geometries will also have slightly different FSRs. 

Sampling a pulse close to both limits of the FSR, so that the data nearly fill 
the FROG trace grid, allows one to use a very small size FROG trace grid. 
(The FSR can be satisfied for a transform-limited pulse in PG FROG on a 
16 x 16 pixel trace!) Using a smaller number of pixels is of great advantage in 
retrieving the pulse: the FROG algorithm slows down as N 2 In(N). However, 
the resulting retrieved pulse will look jagged and decidedly un-Gaussian in 
both the time and frequency domain. 

One way to avoid the jaggedness in the output field is to sample faster than 
the FSR. This necessarily involves a larger grid size for the FROG trace. If 
the temporal sampling rate is kept constant while moving to a larger grid, the 
spectrum of the pulse will be sampled at a higher rate (because the frequency 
increment is the reciprocal of the temporal range). If the temporal sampling 
rate is increased commensurate with the increase in the size of the FROG 
trace, then the sampling in the frequency domain will remain constant (while 
the temporal rate increases). However, this method of increasing the grid size 
extracts its toll in the slowing down of the FROG algorithm. 

A better solution to this problem is to sample the pulse at a rate near the 
FSR: use a FROG trace grid that is small enough that the FROG trace data 
nearly fill the grid. Pulse retrieval using the algorithm will be swift on a small 
grid, but the output fields will look jagged. The jaggedness of the retrieved 
field can be eliminated, however, by taking advantage of the completeness of 
a Nyquist-sampled field. Specifically, in order to get a higher point density 
in the frequency domain, pad the E(t) returned by the algorithm with zeroes 
on the left and right and put it into a larger array before Fourier transforming 
to obtain E(w). A high point density in the time domain can be achieved 
by similarly padding the field in the frequency domain before inverse Fourier 
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Fig. 10.4: The intensity vs. (a) time and (b) frequency for a transform-limited Gaussian pulse 
sampled near the FROG sampling rate limit. The pulse had a FWHM of 3.16 pixels in the 
time domain on a 16 x 16 pixel grid. In both the time and frequency domain the pulse profile 
is jagged and not aesthetically pleasing. (c) The time-domain field in (a) was padded with 
zeroes to fit in a 256 element-array, and then Fourier transformed to give this spectrum. The 
spectrum is now densely sampled and looks quite Gaussian. Although the field in (a) and (b) 
looks undersampled, the information content is equivalent to that in (c). 

transforming to the time domain. This is a valid procedure, at least to the order 
of the approximations that we made for band-limited functions above (i.e., 
truncation at or below the 10-4 level). Thus, it is straightforward to obtain as 
many data points as desired in each domain. 

This procedure is illustrated in Fig. lOA. Figure lOAa shows a Gaussian 
transform-limited pulse sampled so that its intensity FWHM is 3.16 pixels. 
This pulse satisfies the FSR for a 16 x 16 pixel grid. Both the temporal and 
spectral intensity (Fig. lOAb) are quite jagged, yet sampled at a higher rate 
than the Nyquist rate. Figure lO.4c shows the spectrum of the exact same 
field, where the field in the time domain was padded out to 256 pixels before 
the Fourier transform to obtain E (w). We see the spectrum is now extremely 
smooth and densely sampled. Figures lOAb, c display the same waveform 
and the same information, but have a quite different appearance. 

One particularly pleasing sampling rate for FROG data is one that makes 
the sampling rates roughly equal in both domains. Equal sampling in both 
the time and frequency domains could be defined as having the ratio of the 
delay step size to the temporal FWHM of the pulse be the same as the ratio 
of the frequency step size to the spectral FWHM of the pulse. Therefore, 
equal sampling in both the time and frequency domains is satisfied when 
the delay step size is or = ~ r~M I M and the wavelength step size 0)... = 
~)... ~ 1M. On a FROG trace of N x N pixels, the frequency step size is 
set to OV = 1/(Nor) by the fast Fourier transform [8]. A simple calculation 
yields 

M = J ~rFWHM~vFWHMN ~ 
p p 

~ rFWHM~)... FWHM N c 
p p 

(10.8) 

For a transform-limited Gaussian pulse, the spectral width FWHM is defined 
in terms of the pulse lengthFWHM ~ r:;WHM as ~ v~ = 2In(2)rr ~ r:;WHM, 
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Fig.10.S: Two SHG FROG traces (64 x 64) of the same transfonn-limited Gaussian pulse. The 
field in (a) was sampled at 20 points per temporal FWHM, while the field in (b) was sampled 
at the optimum 5.3 points per temporal FWHM. Although the two traces contain equivalent 
infonnation, the trace in (a) extends over only a few pixels in the frequency direction, while in 
(b) there's a more even distribution between time and frequency. 

so that M = J2N In(2) /7r . Note that for this sampling, the SHG FROG trace 
contours describe perfect circles. For pulses farther from the transform limit, 
the delay step size can be decreased while still maintaining a reasonable 
frequency domain sampling rate. 

Figure 10.5 demonstrates this effect. In Fig. 1O.5a, we see the (64 x 64) 
PG FROG trace of a Gaussian transform-limited pulse sampled in time at 
a rate of or = ~ r;WHM /20. The trace extends over only a few pixels in 
frequency. In Fig. 1O.5b we see the same pulse sampled at the optimum rate 
of or = ~r;WHM/5.3. In this case the trace (and hence the resulting fields) 
are sampled evenly in both time and frequency. 

It should be stressed that as long as the pulse satisfies the FSR, the FROG 
trace contains equivalent (and complete) information regardless of the sam­
pling rate. It is only the visual appeal of the trace and the resulting fields 
that is affected by the choice of sampling rates. Also, intuitively we expect 
that a trace of the form of Fig. 1O.5b will have a more robust retrieval in the 
algorithm than a trace like that in Fig. 1O.5a. 

A Note on the FROG Error 

The FROG error G is an important quantity, as it is used in the algorithm to 
guide and monitor the retrieval and also to measure the quality of the retrieved 
FROG trace. The FROG error is computed as an rms average across the entire 
trace 

G= (10.9) 
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of the difference between the experimental FROG trace IpROG and the retrieved 

or reconstructed FROG trace l~oG. I FROG is always normalized to a peak of 
unity. In the case of numerically generated data (i.e., noise free), the scaling 

parameter J.L is also selected so that I ~OG is also normalized to a peak of unity. 
In the case of experimental data, this is not appropriate. The reason is that if 
the highest intensity pixel in I FROG is corrupted by noise, the normalization 
of I FROG will be skewed, thus biasing the calculation of G and leading to 
incorrectly retrieved pulses. 

For experimental data, we use the following procedure. The experimen­
tal data I FROG are, as usual, normalized to a peak of unity. On each iteration 
(labeled by k), the algorithm calculates a new estimate for the retrieved FROG 
trace I ~~OG. When calculating the error G, the normalization of the retrieved 

trace l~oG is allowed to vary to a value that gives the minimum value for 
the error G. In other words, G is minimized with respect to J.L on each itera­
tion. This procedure reduces the sensitivity of the algorithm to the effects of 
noise-distorted normalization in experimental data. Although the calculation 
of the error on each iteration takes slightly longer than before (due to the 
minimization), we find that the algorithm generally converges in fewer steps, 
so that the amount of real time taken is less. 

As noted above, G provides the only quantitative measure of the con­
vergence of the FROG algorithm. Therefore, whenever experimental FROG 
results are given, the value of G should always be quoted. In our experi­
ence, errors of 0.005 or less result from accurate retrieval of low-noise data 
(128 x 128 pixel trace). In SHG FROG, errors of 0.002 are readily obtainable. 
A visual comparison of the experimental and retrieved traces is also enlight­
ening' and should be considered essential: noise in experimental data will 
always raise the value of G, even if the experimental and retrieved traces are 
exactly the same shape. 

The size of the FROG trace grid should also be reported along with the error. 
Due to the varying number of pixels in the trace, we find that the magnitude 
of the FROG error G scales as N- 1/ 2 for an N x N trace. Thus, if the error 
between two traces generated by a pair of distinct pulses is 0.01 on a 64 x 64 
trace, it becomes an error of 0.00707 on a 128 x 128 trace. Thus care must 
be taken when comparing errors between traces of varying sizes. 

Additional Experimental Issues 

It should also be mentioned that fused silica isn't the only material available 
for third-order FROG measurements of ultrashort laser pulses. Any strongly 
nonlinear fast-responding material can be used. Luther-Davies, et al. [8] have 
used the thin-film polymer, PPV, which offers excellent signal strength in 
a very thin (few micron) thickness. Heavy-metal-doped glasses also appear 
promising. We urge you to try new materials, as this has not been explored 
yet, and you could write some easy, but highly appreciated, papers. 
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Other nonlinear-optical processes can also be used. Parametric up- or 
down-conversion may also be used. Any other fast nonlinear-optical process 
can produce an autocorrelation measurement, and hence a FROG measure­
ment, as well. Indeed, almost any process that yields a signal field that's a 
function of the input pulse, time, and delay will work. It's simply necessary 
to modify the algorithm to account for the change in the expression for the 
signal field, as will be discussed in Chapter 18. 
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11. Improvisation in FROG 

Rick Trebino 

Introduction 

If you're building a FROG, you'd like to build the simplest and most cost­
effective device possible. 

Consider the spectrometer, for example. Can we simplify it? Well, it turns 
out that FROG already has built into it the front half of a spectrometer (the 
slit and collimating optic). This allows us to attach a simple home-made 
spectrometer back-end to any FROG. Not only does this reduce cost and size, 
but it's actually a lot simpler to use and align than a commercial device. And 
it's in this chapter. 

Speaking of simplifying things, if you're doing an ultrafast spectroscopy 
experiment, and you need to measure your pulse at the sample medium, you're 
in luck. It also turns out that almost any ultrafast spectroscopy apparatus can 
be turned into a FROG that measures the pulse at the sample medium by doing 
little more than adding to the apparatus the above home-made spectrometer! 
This is a very nice feature of FROG (and autocorrelation), and it's in this 
chapter, too. 

Finally, we'll give a simple method for automatically calibrating any FROG 
and removing the ambiguity in the direction of time in SHG FROG. 

A Simple Home-brew Imaging Spectrometer for all FROG Measurements 

It's amazingly easy to make your own imaging spectrometer for a FROG. 
Recall that a spectrometer requires an entrance slit, a collimating lens, 
a grating, and a focusing lens. No output slit is required in FROG because the 
camera at the output plane records all wavelengths. So how do we build such 
a complex-sounding device from spare parts on hand? 

Well, first realize that the entrance slit has as its purpose simply to confine 
the beam to a tiny region in space. But, hey, so does focusing the beam into the 
nonlinear-optical medium! Indeed, the focus in the nonlinear medium can act 
as the entrance slit of a spectrometer. So all we then have to do is to collimate 
the beam with a lens or curved mirror, diffract the beam off a grating, and 
then focus it. If both lenses are used on axis (and there's no reason not to), 
then we're done. See Fig. 11.1. 

This device is much less expensive than a spectrometer. Another advantage 
of this device is that it removes several sensitive alignment parameters from 
the apparatus-you no longer have to worry about coupling the beam into a 
spectrometer. 
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This design is so elegant and simple that I can't think of a reason not to use 
it in any FROG that you may decide to build. 

Getting Most of a FROG for Free in Ultrafast Laser Spectroscopy 

Most ultrafast laser experiments involve exciting a medium with one pulse 
and probing it a variable delay later with another, usually a replica of the 
excitation pulse (see Fig. 11.2). Sound familiar? 

It should, as this is basically the greater part of a FROG set-up! What this 
means is that you can make a simple modification to your apparatus to make 
it measure a pulse! Figure 11.2 shows such an apparatus. So you only have 
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Fig. 11.1: Simple home-brew imaging spectrometer for all FROG devices. This device uses 
the beam focus in the nonlinear medium as the entrance slit. 
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Fig. 11.2: A typical polarization-spectroscopy ultrafast-spectroscopy experiment for measur­
ing material lifetimes and dynamics of a sample. Note the beam splitter, delay line, and 
beam-recombining optics, reminiscent of the front end of a FROG. About the only difference 
between such an experiment and a PG FROG is the use of a sample medium and the lack of a 
spectrometer (although the signal pulse is often spectrally resolved, too!). 
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to build one apparatus to measure both relevant quantities. Talk about getting 
something for nothing! 

And an additional very nice feature of this set up is that it'll measure the 
pulse at the sample medium. This is very important, especially when the 
pulses are very short, as any medium that the pulse passes through can distort 
it. The alternative is that the pulse would pass through one set of optics on 
the way to the sample in the experiment and a completely different set of 
opties on the way to the pulse-measurement device, with the result that the 
measured pulse may differ from the pulse used in the experiment considerably. 
So simply replacing the sample with an SHG crystal enables, for example, an 
SHG FROG measurement of the pulse exactly where you need to know it. 

And you can use the simple home-brew spectrometer, too. 
What if the two pulses used in such an experiment are potentially different? 

Maybe even different colors? Now we need to measure two independent 
pulses. Amazingly, this can also be done. But we've saved this for Chapter 20. 
And if you thought the phase-retrieval math that we did to show how FROG 
works was cool, there's some even more amazing mathematics behind this! 

Procedure for Objectively Learning the Kalibration and Direction of Time 
(POLKADOT FROG) 

FROG is quite simple to implement, but, as with any technique, we'd like 
to eliminate the most arduous features, which also represent potential sources 
of error. One such task is the calibration of the relevant axes, which is arduous 
in almost any technique and always can yield errors. FROG measurements 
are made as functions of both delay and frequency, whose increments of delay 
per pixel and wavelength per pixel, respectively, must be determined. Mis­
calibration of one or both axes can yield high retrieval error and/or incorrect 
results. 

Another task-in the second-harmonie-generation (SHG) version of 
FROG-is the removal of the ambiguity in the direction of time. While most 
versions of FROG uniquely determine the pulse, the pulse and its mirror image 
yield the same trace in SHG FROG, so one must perform additional measure­
ments or have a priori information to determine which pulse field is the correct 
one. While FROG contains checks and balances on all measurements, a very 
desirable development would be a method for automatic calibration and the 
removal of this ambiguity. 

This section describes a simple and elegant method for simultaneously 
solving both of these problems, whieh we call the Procedure for Objectively 
Learning the Kalibration And Direction Of Time (POLKADOT) FROG [1]. 

Consider the calibration problem first. The solution is inspired by the FROG 
trace of a double pulse, shown in Fig. 11.3. This trace contains three islands 
of intensity, each separated by the pulse separation, Tsep , just as in an autocor­
relation of a double pulse, shown as the delay marginal. However, in FROG, 
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Fig. 11.3: FROG trace (upper left) of a double pulse (lower right). Note the islands in both 
delay and frequency. The frequency marginal (upper right) and delay marginal (lower left) 
show the frequency and delay fringes, which depend only on the pulse separation. 

the islands are also frequency resolved. Moreover, in FROG the central island 
has fringes in frequency with a separation of 1/ Lsep as illustrated in the fre­
quency marginal. Thus, the pulse separation determines the spacing of the 
main structure of the double-pulse FROG trace in both delay and frequency. 
So propagating a double pulse with known pulse spacing into a FROG auto­
matically yields the increments of both delay and frequency per pixel and 
hence calibrates the FROG device. This method works even when the pulse 
has structure to begin with, provided that the separation of the double pulse 
is greater than that of the individual pulses. 

Accordingly, the solution involves making a double pulse and identifying 
these islands and their separation in the resulting trace. This can easily be 
done by simply placing an etalon with known optical thickness in the beam 
before the FROG device. Of course, an etalon produces an infinite train of 
pulses, but using a sufficiently low etalon reflectivity yields essentially one 
additional pulse-all that is needed. 

While the above solution is quite simple, a more elegant solution is 
to replace the usual beam splitter in the FROG device with an etalon 
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Fig. 11.4: Implementation of POLKADOT in an SHG FROG apparatus. The etalon can be 
placed in the beam before the FROG or, even better, it can replace the beam-splitter. 

(see Fig. 11.4). The etalon's front and back reflectivities must be carefully 
chosen in order to yield identically shaped pulses in both arms of the FROG 
device, so that the usual pulse-retrieval algorithm will operate effectively, as 
it assumes that the shapes of the two pulses are identical (the pulse energies 
may, however, be different). Specifically, the ratio ofthe first and second pulse 
energies in each pulse train should be the same. It is easy to show (the proof is 
left to the student!) that this ratio will be the same for both arms as long as the 
front surface has a 50% reflectivity. Interestingly, the back-surface reflectivity 
cancels out of this result and hence is arbitrary! So we have chosen a back­
surface reflectivity of about 10% for our experiments, yielding a second pulse 
with 5% of the energy of the first pulse, to minimize the additional pulses in 
the train and also to minimize the wasted energy in such pulses. 

Note that, despite the weakness of the second pulse, the frequency fringes 
remain strong: their relative amplitude is given by the geometric mean of the 
first and second pulse energies, which is 45% in the above example. Finally, 
for these values of the reflectivities, the third pulse has an energy of 0.25% 
of the first pulse and hence is negligible (although it does introduce slight 
fringes in the outer islands, which can in fact be used to check the calibration 
or simply ignored with no adverse consequences). 

This replacement also solves the direction-of-time ambiguity in SHG 
FROG. The second pulse is necessarily weaker than the first, so it is impossi­
ble to confuse the retrieved pulse with its weaker trailing pulse from its mirror 
image whose weaker pulse leads the stronger one. The use of an etalon to 
determine the direction of time has been implemented previously [2], but not 
with the etalon as beam splitter or in conjunction with an auto-calibration 
scheme. 

POLKADOT FROG requires no change in the FROG pulse-retrieval algo­
rithm. It only requires a somewhat larger delay scan range (to see the extra 
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islands) and slightly better spectral resolution (to resolve the spectral fringes). 
This increase in range/resolution is not significant, as it is not necessary to 
accurately acquire the details in the wings of the additional islands or in the 
spectral fringes, but instead only to find their separations. 

For the purpose of automatic calibration, some simple code suffices to 
find the peaks in the trace. This code does not require the use of the entire 
FROG trace, and instead simply involves computing the frequency and delay 
marginals. It then uses a simple peak-finding routine to get an initial guess of 
the peak locations and then curve fits the marginals to a sum of Gaussians. 
The functional form of the equations is: 

FIT = a + br + Cback exp [_ (r -Xback)2] + t Cj exp [_ (r -Xi )2] 
Wback j=O WI 

(11.1) 
where a + br accounts for a constant background with perhaps some slope, 
C j is the amplitude of a Gaussian peak, x j is the center of the peak, and W j is 
the width of a peak. Also included is a background Gaussian peak, with the 
Cback. Xback. and Wback parameters. This Gaussian takes into account possible 
pulse-shape variations and insufficient resolution. This is especially important 
for the frequency marginal, which has small peaks on top of a large peak. The 
important information in this equation is contained in the x j parameters. These 
parameters define the centers of the peaks, and contain the information needed 
to calibrate the FROG trace. Of course, only one such peak is necessary in 
each direction, but two or even four or more yield statistical data, which can 
be fit for even better results. 

Given the peak centers, it's a simple matter to calculate the calibrations of 
the FROG trace. The delay spacing, dr, is simply: 

dr = rsep 
Sr 

(11.2) 

where rsep is the peak-to-peak separation in time, and Sr is the peak to 
peak separation in pixels. The wavelength spacing, dA, is slightly more 
complicated: 

A2 
dA = _0_ (11.3) 

rsepSAc 

where AO is the center wavelength of the delay marginal, SA is the peak sep­
aration, and C is the speed of light. The SA used in these experiments is the 
average separation. For very broadband pulses, this is not an exact solution; 
the separation is constant in frequency, not wavelength. When the bandwidth 
is small, this is effect is not significant. The center wavelength, Ao, must be 
determined by an independent method, although halving the fundamental's 
center wavelength is probably sufficient for most purposes. 

We illustrate POLKADOT FROG using an SHG FROG device in which 
we replaced the usual beam splitter with a 26.8-l-Lm etalon having a 50% 
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first surface reflectivity and a 10% second-surface reflectivity, as mentioned. 
The etalon was air spaced, and the two windows were each 5 mm thick. (It is 
interesting to note that the etalon beam splitter balances the dispersion of both 
arms. Since the reflective surface is at the center of the beam splitter, all pulses 
traverse the same amount of glass, and there is no need for a compensation 
plate in either arm.) This etalon yielded pulses separated by 179 fs. The etalon 
spacing is itself easily calibrated by measuring the spectrum of light trans­
mitted through it and using the same formula as above for the fringe spacing. 
To measure this we used a commercial spectrophotometer, a Varian Cary 500 
Scan, and fit the peaks using a simple Lab VIEW code. 

We used a distorted pulse whose FROG trace was obtained using POLKA­
DOT FROG and is shown in Fig. 11.5. It clearly shows one pair of additional 
islands. The marginals for the FROG trace are also shown in Fig. 11.5. Fitting 
Eq. (11.1) to each set of marginals, we determined the peak locations. For 
both marginals, we obtained more than one set of additional peaks. Using a 
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Fig. 11.5: Experimental and retrieved POLKADOT FROG traces (top row), delay and fre-
quency marginals (second row), and retrieved pulse vs. time and frequency (bottom row). Note 
the POLKADOT satellite pulse at about 190fs in the retrieved pulse intensity and the fringes 
in the retrieved spectrum. 
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simple linear fit, we detennined the average spacing between the peaks. For 
the delay marginal, the spacing was 51.6 ± 0.2 pixels and for the frequency 
marginal the spacing was 28.9 ± 0.5 pixels. This yields a temporal calibration 
of 3.47 ±0.01 fs/pixel and a frequency calibration ofO.l06±0.002 nm/pixel, 
using 405 nm as the center wavelength. Both axes were also calibrated through 
more traditional means. The delay calibration was read directly from the 
encoder on the translation stage. The step size was 0.518!J,m, which yields 
a temporal spacing of 3.46 fs/pixel. The spectrometer was calibrated using a 
Hg vapor lamp. By fitting several spectral lines, the spacing was found to be 
0.1067 fs/pixel. The etalon calibration values are easily within experimental 
error of the independently detennined values. 

Now you might think that this trick might not work as well with a com­
plex pulse. But that's not the case. We've also simulated the performance 
of POLKADOT FROG on a complex pulse with a Gaussian spectrum and 
spectral quadratic and cubic phase. In this case, the pulse has structure that 
could, in principle, confuse the fitting procedure. However, the FROG trace 
and the resulting marginals smooth out this structure, leaving only the desired 
structure. And POLKADOT worked well in this case, also. 

It must be admitted that pathological cases in which the pulse is in fact 
a double pulse separated by approximately the etalon round-trip time could, 
perhaps, confuse this procedure. The solution to this problem is simply not to 
use such pathological pulses in the calibration stage. 

The POLKADOT option can be used in all FROG variations. Also, it is easy 
to imagine many other methods for fitting the peaks. You could, for example, 
force the peaks to be equally spaced, thus allowing only one peak separation 
parameter. Alternatively, one could incorporate a mUltiple-pulse formula into 
the FROG algorithm. 

POLKADOT FROG also simultaneously removes the direction-of-time 
ambiguity from an SHG FROG trace. Ordinarily, the retrieved pulse in an 
SHG FROG measurement would be ambiguous: both the pulse obtained by 
the algorithm and its mirror image yield the same FROG trace (that is, the 
measured one) and so it is not possible to determine which is correct. However, 
when dealing with such a double pulse created using an etalon, we know that 
the second pulse is much weaker than the first, and we know when it occurs. 
In the pulse shown in Fig. 11.5, the secondary pulse must occur at, and is 
clearly evident at, about + 180 fs, and hence is easily identified as the second 
pulse in the train. Thus, the POLKADOT FROG geometry also eliminates the 
direction-of-time ambiguity in SHG FROG. 

It should also be mentioned that, if the pulse has a symmetrical intensity, 
the pulse and its satellite should overlap somewhat, or an obscure ambiguity 
(in SHG FROG only) in which only the phase is time-reversed, could defeat 
this technique. 

Finally, when we measure a pulse, we wish to obtain that pulse, not a version 
of it with a weak second pulse trailing behind it. Fortunately, removal of the 
second pulse is amazingly easy. Note that, more precisely, an infinite train 
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of additional pulses follows behind the first pulse, each delayed by Tsep and 
reduced by a factor of, say, s. Thus POLKADOT FROG yields a measured 
field, Erneas(t), with additional delayed replicas of the pulse field: 

Erneas(t) = E(t) + sECt - Tsep) + S2 E(t - 2Tsep) + ... (11.4) 

where E(t) is the actual pulse, which we desire. To obtain E(t), it is simply 
necessary to subtract off the measured field reduced in magnitude by sand 
displaced by Tsep: that is, by subtracting off the quantity: sErneasCt - Tsep). This 
yields a new quantity: 

(11.5) 

Substitution of Erneas(t) into this expression, followed by some simple 
arithmetic yields: 

E~eas(t) = E(t) (11.6) 

Thus it is trivial to obtain E Ct) from the measured field. The pulse shown in 
Fig. 11.6 is the pulse from Fig. 11.5 with this simple procedure applied and 
shows remarkably good removal of the secondary pulse. 

Interestingly, it's possible to set up a version of this technique in which 
you can simply convert from standard FROG to POLKADOT FROG. It 
involves using an etalon at Brewster's angle with no coating on the second 
surface. As a result, the back surface will have a reflectivity of about 10% for 
the s-polarization and 0% for the p-polarization. The etalon should also be 
designed to have a 50% reflectivity for the s-polarization, and any reflectiv­
ity between about 25% and 75% for the p-polarization. As a result, an input 
pulse with s-polarization will be transformed to a train of pulses and hence 
will experience the POLKADOT effect, while a pulse with p-polarization will 
not and hence will experience a standard FROG measurement. Since it's easy 
to rotate the polarization of a pulse before the FROG device (with a half-wave 
plate), this POLKADOT arrangement could be very convenient. 

Finally, a minor practical issue: Of course, the relatively thick (off-the­
shelf) optical elements of the etalon used in the above demonstration distorted 
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Fig. 11.6: Retrieved experimental pulse, after subtraction of the satellites. 
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our pulse and would seriously distort extremely short pulses. Obviously, the 
thinner the elements used the less distortion will be present, and it is possible 
to construct etalons from such elements. For extremely short pulses, one could 
use an ultra-thin piece of glass as the etalon. 
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12. Very Simple FROG Apparatus: 
GRENOUILLE 

Rick Trebino, Patrick O'Shea, Mark Kimmel, and Xun Gu 

Complexity in Pulse Measurement 

The first goal in developing a measurement technique is to make it work. 
Once that's done, the next step is to make it simple. 

The FROG apparatus comprises an autocorrelation followed by a spectro­
meter. Unfortunately, autocorrelation is actually a fairly difficult measurement 
to make. It requires splitting the pulse into two replicas and then focusing and 
recombining them in, for example, an SHG crystal. This involves overlapping 
them in both space and time, that is, carefully aligning three sensitive degrees 
of freedom (two spatial and one temporal). It is also necessary to maintain this 
alignment while scanning the delay. Worse, the phase-matching-bandwidth 
condition mandates a thin SHG crystal, yielding a very weak signal and poor 
measurement sensitivity. This latter problem compounds alignment difficul­
ties. As a result, an autocorrelator is a time-consuming and high-maintenance 
undertaking; it requires significant table space; and commercial devices cost 
"-'$15,000 or more. 

In the past decade, the development of FROG has yielded much more 
information than has been available from autocorrelators, in particular, the 
full intensity and phase of the pulse vs. time and frequency. 

But simplicity has never been the goal. 
Indeed, FROG adds a spectrometer to an autocorrelator. A simple grating­

lens home-made spectrometer that introduces no additional sensitive align­
ment degrees of freedom can be appended to an autocorrelator to make 
an excellent FROG (See Chapter 11), but FROG still inherits the auto­
correlator's complexity, size, cost, maintenance, and alignment issues. An 
alternative or two to FROG have recently been introduced, but they are, 
unfortunately, considerably more complex. They involve two beams prop­
agating collinearly with a precisely given delay, which by itself introduces 
no less than five sensitive alignment degrees of freedom (four spatial and 
one temporal). Furthermore, alternative devices contain numerous additional 
components, such as frequency filters, additional dispersive or non-dispersive 
delay lines, and even interferometers within interferometers(!), yielding as 
many as a dozen or more sensitive alignment degrees of freedom and increas­
ing significantly the complexity, size, cost, maintenance, and potential for 
systematic error. And they lack much-needed feedback as to measurement 
accuracy. 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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Fig. 12.1: SHG FROG device. While SHG FROG is the simplest intensity-and-phase ultra­
short-pulse-measurement device, there are a few components of it that we'd like to eliminate 
to simplify its operation if we could. 

Simplifying FROG measurements 

Figure 12.1 shows an SHG FROG device and some of its components that 
we might like to remove in order to simplify it. 

Okay, if we removed all these components, there'd be nothing left! But, 
surprisingly, we can almost accomplish this feat [2]! 

It works like this (see Figs. 12.2 and 12.3). We first replace the beam 
splitter, delay line, and beam combining optics with a single simple element, 
a Fresnel biprism [3], which accomplishes all these tasks by itself. Second, 
in seemingly blatant violation of the phase-matching-bandwidth requirement, 
we replace the thin SHG crystal with a thick SHG crystal, which not only gives 
considerably more signal (signal strength scales as the approximate square 
of the thickness), but also simultaneously replaces the spectrometer! The 
resulting device, like its other relatives in the FROG family of techniques, has 
a frivolous name: GRating-Eliminated No-nonsense Observation of Ultrafast 
Incident Laser Light E-fields (GRENOUILLE, which is the French word for 
"frog"). 

GRENOUILLE 

How does it work? Let's consider the Fresnel biprism [3] first. It's a prism 
with an apex angle close to 1800 and is a device usually used in classrooms to 
illustrate interference (I learned about it when I began teaching and actually 
had to read the textbook for the undergraduate optics class ... ). When a Fresnel 
biprism is illuminated with a wide beam, it splits the beam into two beamlets 
and crosses them at an angle, making intensity fringes (although we don't 
care about the fringes here). Crossing beamlets at an angle is also exactly 
what is required in conventional single-shot autocorrelator and FROG beam 
geometries (see the section on single-shot FROG in Chapter 7), in which 
the relative beam delay is mapped onto horizontal position at the crystal. 
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Fig. 12.2: GRENOUILLE uses a Fresnel biprism to replace the beam splitter, delay line, 
and beam-recombining optics. It maps delay to position at the crystal. GRENOUILLE also 
utilizes a thick SHG crystal acting as both the nonlinear-optical time-gating element and the 
spectrometer. A complete single-shot SHG FROG trace results. Most importantly, however, 
GRENOUILLE has zero sensitive alignment parameters. 
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Fig. 12.3: Side and top views of the GRENOUILLE beam geometry of Fig. 12.2. Here, con­
venient focal lengths are shown for the two final cylindrical lenses (f and fl2). Note that the 
beam becomes a vertical line just before the camera, a convenient place for a slit to filter out 
any extraneous beams, ensuring good signal-to-noise ratio. 

But, unlike conventional single-shot geometries, beams that are split and 
crossed by a Fresnel biprism are automatically aligned in space and in time, 
a significant simplification! Then, as in standard single-shot geometries, the 
crystal is imaged onto a camera, where the signal is detected vs. position (i.e., 
delay) in, say, the horizontal direction. 
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FROG also involves spectrally resolving a pulse that has been time-gated 
by itself. GRENOUILLE combines both of these operations in a single thick 
SHG crystal. As usual, the SHG crystal performs the self-gating process: 
the two pulses cross in the crystal with variable delay. But, in addition, the 
thick crystal has a relatively small phase-matching bandwidth, so the phase­
matched wavelength produced by it varies with angle (see Fig. 12.4). Thus, 
the thick crystal also acts as a spectrometer. The ability of a thick nonlinear­
optical medium to act as a low-resolution spectrometer was realized many 
years ago [4,5], but pulses then were longer and more narrowband, so its 
rediscovery for use in pulse measurement had to wait until pulse bandwidths 
increased and pulse lengths significantly decreased. 

Two additional cylindrical lenses complete the device. The first cylindrical 
lens must focus the beam into the thick crystal tightly enough to yield a range 
of crystal incidence (and hence exit) angles large enough to include the entire 
spectrum of the pulse. After the crystal, a cylindrical lens then maps the crystal 
exit angle onto position at the camera, with wavelength a near-linear function 
of (vertical) position. 

GRENOUILLE has many advantages. It has few elements and so is 
inexpensive and compact. It operates single-shot. And it is considerably 
more sensitive than other pulse-measurement devices. Furthermore, since 
GRENOUILLE produces (in real-time, directly on a camera) traces identical 
to those of SHG FROG, it yields the full pulse intensity and phase (except 
the direction of time). In addition, several feedback mechanisms on the mea­
surement accuracy that are already present in the FROG technique work with 

Very thin SHG crystal Thin SHG crystat 

Thiel< SHG crystat Very thick SHG crystal 

Fig. 12.4: Thin and thick SHG crystals illuminated by converging broadband light and polar 
plots of the generated colors vs. crystal exit angle. Different shades of gray indicate different 
colors. Note that the very thin crystal (ordinarily required in pulse-measurement techniques) 
generates the second harmonic of all colors in the forward direction. The very thick crystal, on 
the other hand, does not and, in fact, acts like a spectrometer. Note also that the thick crystal 
generates considerably more SH in the relevant directions. 
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GRENOUILLE, allowing confirmation of-and confidence in-the measure­
ment. But best of all, GRENOUILLE is extremely simple to set up and align: 
it involves no beam-splitting, no beam-recombining, and no scanning of the 
delay, and so has zero sensitive alignment degrees of freedom! 

The use of a thick crystal as a frequency filter in SHG FROG was simul­
taneously demonstrated by 0' Shea, Kimmel, Gu, and Trebino [2] and by 
Radzewicz, Wasylczyk, and Krasinski [6]. 

Theory of GRENOUILLE 

The key issue in GRENOUILLE is the crystal thickness. Ordinarily, achiev­
ing sufficient phase-matching bandwidth requires minimizing the group­
velocity mismatch, GVM: the fundamental and the second harmonic must 
overlap for the entire SHG crystal length, L. If Tp is the pulse length, 
GVM == 1/vg(Ao/2) - l/vg(Ao), Vg(A) is the group velocity at wavelength 
A, and AO is the fundamental wavelength, this condition is: GVM . L « Tp. 

In GRENOUILLE, however, the opposite is true; to resolve the spectrum, 
the phase-matching bandwidth must be much less than that of the pulse: 

GVM· L» Tp (12.1) 

which ensures that the fundamental and the second harmonic cease to overlap 
well before exiting the crystal, which then acts as a frequency filter. Inter­
estingly, in contrast to all other pulse-measurement devices, GRENOUILLE 
operates best with a highly dispersive crystal. 

On the other hand, the crystal must not be too thick, or group-velocity 
dispersion (GVD) will cause the pulse to spread in time, distorting it: 

GVD· L« Tc (12.2) 

whereGVD == 1/vg(Ao-oAj2)-1/vg(Ao+oA/2), OA is the pulse bandwidth, 
and Tc is the pulse coherence time ('" the reciprocal bandwidth, 1 / ~ v), a 
measure of the smallest temporal feature of the pulse. Since GVD < GVM, 
this condition is ordinarily already satisfied by the usual GVM condition. But 
here it is not necessarily satisfied, so it must be considered. 

Combining these two constraints, we have: 

(12.3) 

There exists a crystal length L that satisfies these conditions simultaneously if: 

I GVM/GVD» TBP I (12.4) 

where the time-bandwidth product (TBP) of the pulse is T p / Tc. Equation (12.4) 
is the fundamental equation of GRENOUILLE, and it's easy to remember 
because it's somewhat poetic. 
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For a near-transform-limited pulse (TBP '"" 1), this condition is easily met 
because GVM » GVD for all but near-single-cycle pulses. Consider typi­
cal near-transform-limited Ti:Sapphire oscillator pulses of'"" 100-fs duration, 
where AD '"" 800-nm, and OA '"" lO-nm. Also, consider a 5-mm BBO crystal­
about 30 times thicker than is ordinarily appropriate. In this case, Eq. (12.3) 
is satisfied: 20fs/cm « 100fs/0.5cm = 200fs/cm « 2000fs/cm. Note 
that, for GVD considerations, shorter pulses require a thinner, less dispersive 
crystal, but shorter pulses also generally have broader spectra, so the same 
crystal will provide sufficient spectral resolution. For a given crystal, simply 
focusing near its front face yields an effectively shorter crystal, allowing a 
change of lens or a more expanded beam to "tune" the device for shorter, 
broader-band pulses. Less dispersive crystals, such as KDP, minimize GVD, 
providing enough temporal resolution to accurately measure pulses as short as 
50 fs. Conversely, more dispersive crystals, such as LiI03, maximize GVM, 
allowing for sufficient spectral resolution to measure pulses as narrowband 
as 4.5 nm ('""200-fs transform-limited pulse length at 800 nm). Still longer or 
shorter pulses will also be measurable, but with less accuracy (although the 
FROG algorithm can incorporate these effects and extend GRENOUILLE's 
range). Note that geometrical temporal-blurring effects (see Chapter 7) aren't 
found in GRENOUILLE because it is a single-shot SHG FROG method. 

Measurements using GRENOUILLE 

Typical GRENOUILLE parameters are a beam expanded to w = 11 mm, 
focused into a 5-mm-thick BBO crystal using a 200-mm focal-length cylin­
dricallens. The effective confocal parameter of '""2-mm results in a '""2.8-nm 
(FWHM) phase-matching bandwidth at a given angle (potentially insufficient 
spectral resolution can be deconvolved easily) and a spectral range of 50 nm 
across the range of exit angles. Other components include a Fresnel biprism 
with an apex angle of 1680 and 100-mm and 50-mm focal-length cylindrical 
lenses-the precise extremely simple geometry of Fig. 12.1. A Sony XC-77 
CCD camera and a Spiricon LBA PC-I00 capture-card record traces. We 
obtained the calibrations using the POLKADOT technique (see Chapter 11). 
A nearly perfectly linear 5.1 nmlmm calibration resulted. 

Using GRENOUILLE, we measured a simple chirped pulse and compared 
the measured GRENOUILLE trace with that of a calibrated multi-shot FROG. 
Femtosoft Technologies' FROG code retrieved both pulses. Figure 12.5 (a-f) 
shows these measurements and the good agreement obtained. All traces 
were 128 by 128 pixels, and the FROG errors were 0.010 and 0.009 for the 
GRENOUILLE and FROG measurements respectively. The GRENOUILLE 
signal strength was'"" 1000 times greater than that of a single-shot FROG and 
also much greater than that of an equivalent autocorrelator. 

Figure 12.5 also shows measured traces of a "double-chirped pulse:" two 
strongly chirped pulses separated by about one pulse width. With structure in 
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Fig. 12.5: Comparison between GRENOUILLE and (multi-shot) FROG measurements of test 
pulses. (a), (b): measured and retrieved GRENOUILLE traces, respectively, for a linearly 
chirped pulse; (c), (d): measured and retrieved FROG traces for the same linearly chirped 
pulse; (e), (f): retrieved intensities (solid lines) and phases (dashed lines) for the time and 
frequency domains, respectively; (g)-(l): same as (a)-(f), but for a much more complicated 
pulse consisting of two highly chirped pulses separated by one pulse width. 

both delay and frequency, it puts GRENOUILLE to the test; if the GVM is 
too small, frequency resolution will be inadequate; if the GVD is too large, 
the pulse will spread, and the temporal structure will be lost. Furthermore, 
if the depth of field of the imaging optics is less than the crystal width, trace 
structure will also wash out. Fig. 12.5 (g-l) shows that GRENOUILLE accu­
rately retrieves the intensity and phase of this complicated pulse. The FROG 
errors for the 128 x 128 traces were 0.031 and 0.013 for the GRENOUILLE 
and FROG measurements, respectively. 

Other issues in GRENOUILLE: As with other single-shot techniques, a 
clean beam profile with minimal spatial chirp is required. Extremely short 
pulses will lengthen in the biprism and first lens, but simple theoretical back­
propagation of the pulse through these elements remedies this. Alternately, 
an all-reflective GRENOUILLE can be built, using a "Fresnel bi-mirror." 

Thus GRENOUILLE combines full-information pulse measurement with 
much-needed experimental simplicity. Only a few simple optical elements are 
required, and no sensitive alignment is required. It is also extremely compact 
and more sensitive than other pulse diagnostics, including even those that don't 
yield the full intensity and phase. Variations under consideration promise to 
increase its sensitivity even more. While its range of applicability is a bit lim­
ited at present (40 to 300 fs if high accuracy is required), measurements outside 
this range that require less accuracy are possible, and future work incorporat­
ing GVD and GVM in the FROG algorithm (see Chapter 18 for the approach) 
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Fig. 12.6: Commercial GRENOUILLE without its cover. The entire device is 37 x 7 x 5 cm, 
weighs less than 2 kg, and measures the beam spatial profile, too. Except for crystal-angle 
adjustment for the relevant wavelength, the device has no knobs. And two 45° mirrors can be 
switched into the beam to bypass the GRENOUILLE, allowing the beam to propagate directly 
into the camera for spatial-profile measurement. 

should extend this range considerably. In the meantime, GRENOUILLE's 
operating range nicely matches that of most ultrafast Ti:Sapphire lasers and 
amplifiers. and it proves ideal for everyday diagnostics. And it is available 
commercially and inexpensively from Swamp Optics (see Fig. 12.6). 
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13. Ultraviolet and High-Power Pulse 
Measurement 

Sterling Backus and Charles Durfee 

The Issues in UV and High-power Pulse Measurement 

So far, we've discussed the general ideas behind FROG and an array of tricks 
for simplifying FROG measurements. And because nearly every ultrafast lab's 
workhorse laser is an infrared low-power Ti : Sapphire oscillator, our discus­
sion revolved around SHG FROG, which is ideal for measuring such pulses. 
Consequently, in this chapter, we consider quite different problems: the mea­
surement of ultraviolet and high-power pulses. These are interesting-and 
important-problems that are often neglected in discussions of measurement 
techniques. 

Indeed, many researchers believe it's not possible to measure UV pulses 
because SHG crystals don't exist in this wavelength range. While such crystals 
don't, in fact, currently exist, third-order FROG methods work beautifully 
in the UV, where third-order nonlinearities yield signal pulses at the same 
wavelength as the input pulse. Also, third-order nonlinearities are stronger in 
the UV, so even relatively weak pulses are measurable. 

On the other hand, many researchers believe that high-power pulse mea­
surement is trivial; after all, there's plenty of intensity-which means that any 
nonlinearity will yield plenty of signal-so what's the problem? The prob­
lem is that high-power pulses have their own unique problems that seriously 
complicate their measurement. For a variety of reasons, not the least of which 
is the high complexity of amplifier systems that produce them, they tend to 
have poor spatial quality. Worse, they suffer from spatio-temporal distortions, 
such as spatial chirp, in which the intensity and phase vary from point to point 
across the beam. Such distortions violate the assumption made by essentially 
all pulse measurement techniques that the intensity and phase vs. time are the 
same throughout the beam. We'll discuss measuring the intensity and phase 
vs. time and space later, but for now, we'll see that FROG's ability to check 
the accuracy of a measurement will be crucial for such measurements. And to 
further complicate the problem of measuring high-power pulses, their tempo­
ral distortions can also be quite severe. And at the same time, our standards 
for them can be higher. For example, they can have satellite pulses several 
orders of magnitude less intense. Weaker satellites would be of no signifi­
cance in low-power pulses, but, in high-power pulses, they can be intense 
enough to do some damage, so we really need to know about them. Finally, 
high-power pulses also tend to have significant fluctuations from shot to shot, 
necessitating single-shot methods. Interestingly, third-order FROG methods 
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will also tum out to be ideal for high-power measurements (although SHG 
FROG works well, too). 

UV Pulse Measurement 

Ultrashort-pulse light sources in the ultraviolet (UV) [1-5] have many appli­
cations, including time-resolved studies of atoms, molecules, solids, and 
biological systems [6,7]. Their generation typically involves frequency-up­
conversion from wavelengths near 800 nm, where generation, amplification, 
and compression techniques are well established [8-12]. While frequency 
conversion into the UV using nonlinear crystals experiences difficulties due 
to severe group velocity walk-off and poor phase-matching bandwidths [1], 
gaseous media circumvent these problems. In either case, however, temporal 
distortions in the resulting pulses are common, and infonnative pulse­
measurement techniques are essential, both for understanding the generation 
process and for using the resulting pulses in any application. 

Using a simple focused-beam gas-phase geometry, Backus, et al. have 
generated 16-fs, 1-I.d pulses by frequency-tripling 1-mJ, 22-fs pulses at 
800 nm [2]. In more recent work, Durfee and coworkers [3] demonstrated 
very efficient generation of UV through optical parametric amplification 
of pulses confined in gas-filled capillary wave-guides. Phase-matching was 
obtained by tuning the gas pressure to achieve a balance between the gas and 
modal dispersion of the waveguide. The difference-frequency-mixing process 
(3w = 2 x 2w - w) produced a single-spatial-mode beam with a conversion 
efficiency> 40%. In addition to this nonlinear process, other simultane­
ously occurring desirable nonlinear-optical processes-self- and cross-phase 
modulation-can broaden the UV output spectrum [3,13], yielding nearly 
transfonn-limited 8-fs pulses at 270nm after compression [14]. 

How were UV pulses measured in the past? Before Ti : Sapphire, excimer 
lasers were the rule, emitting subpicosecond UV pulses, which were auto­
correlated using such nonlinear processes as two-photon absorption or 
two-photon fluorescence. Nishioka, et al. employed two-photon absorption in 
water, using the photo-acoustic effect to detect the signal. Their detector had 
spatial resolution, allowing a single-shot autocorrelation measurement [15]. 
Two-photon absorption in semiconductors [16] and two- and three-photon 
fluorescence have also been used. More recently, two-photon conductivity 
has been used for autocorrelation of UV pulses [17]. An advantage of these 
methods is that a two-photon-absorption process is often present as part of an 
experiment, and measurement of the autocorrelation in this way allows for an 
in situ check of the pulse duration. However, these two-photon processes must 
be examined carefully to ensure that the spectral response is sufficiently wide 
and flat to avoid distortion of the autocorrelation trace, especially for short 
pulse-width, wide-bandwidth pulses. The dependence of the signal strength 
on the incident intensity also has to be examined to ensure that the power­
dependence of the response is constant over the intensity range of the test. 
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These problems are compounded by the fact that autocorrelation lacks suffi­
cient independent checks to be sure that a measurement is in fact correct. And 
it cannot be corrected when these problems occur. Worse, the high dispersion 
of materials in the UV means that the measurement device can itself intro­
duce potentially severe pulse distortions. And, as we've seen, even when it's 
correct, an autocorrelation measurement barely yields the pulse length, never 
mind the intensity structure and the phase. 

Clearly, FROG is in order. Full characterization of short-wavelength pulses 
using FROG simply requires spectrally resolving a nonlinear signal. Unfor­
tunately, the above processes can't be spectrally resolved. Thus the challenge 
will be to find an appropriate nonlinear-optical process. 

Pushing SHG to its Limits 

Of course, second-harmonic generation, which can be spectrally resolved, 
is not an option, as it's limited to wavelengths above 410 nm. Nevertheless, 
let's consider the limits of SHG, in case you have a borderline situation, such 
as a blue pulse, which can, in fact, be measured using SHG. Several problems 
begin to occur, however, at these wavelengths: 

1) The SHG crystal may not be able to phase-match the relevant SHG process. 
The shortest wavelengths that can be phase-matched for type-I SHG in 
KDP and BBO are 532 nm and 410 nm, respectively. While new UV SHG 
crystals are under development, fs pulses with wavelengths below 410 nm 
must currently be measured using a nonlinearity other than SHG in a 
crystal. 

2) If phase-matching is possible, the phase-matching bandwidth may be inad­
equate. Figure B.la shows the phase-matching bandwidth for an input 
pulse at a wavelength of 410 nm using a 10-l-lm-thick BBO crystal. Without 
compensation for the limited phase-matching bandwidth (19 nm FWHM), 
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Fig. 13.1: (a) Efficiency envelope for frequency doubling a pulse in 100 ~m BBO at the 
phase-matching angle appropriate for 41 0 nm. The FWHM of the curve corresponds to a band­
width of 14 fs. (b) Minimum pulse duration that can be frequency-doubled with a I OO-~m-thick 
type-I BBO crystal. 
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the shortest pulse that could be characterized is on the order of 13 fs [18]. 
Figure 13.1b shows the minimum pulse duration that can be measured in 
a 100-j..lm BBO crystal as a function of fundamental wavelength. Note 
that, while fairly short pulses can be measured in the IR, dispersion lim­
its a 100-j..lm BBO crystal to the measurement of blue pulses longer than 
100fs. 

3) The crystal may absorb the VUV second harmonic. BBO begins to absorb 
heavily at 190nm. Surface SHG [19] is an option because its effective 
interaction length is less than a wavelength (so phase-matching is irrele­
vant), and the signal does not propagate through the crystal. However, if the 
fundamental wavelength of the pulse to be measured is below "-'380 nm, 
the SH signal is in the vacuum UV, where it's absorbed by oxygen. The 
device, including the spectrometer, must therefore either be purged with 
another gas or evacuated. It's not called the vacuum UV for nothing! 

4) A VUV detector is required. 

It's clearly much more convenient to operate with a signal that does not 
require vacuum or special detectors. If another-not necessarily shorter­
pulse is available, such as the 800-nm pulse used to create the UV pulse, the 
X (2) nonlinearity can then be used in a down-conversion process to generate a 
signal pulse in the visible or IR. Spectral resolution of this signal then allows 
the retrieval of the intensity and phase (see Chapter 16). This method works 
well if one pulse is known. If not, it's still in principle possible to retrieve 
the intensity and phase of both pulses, but the details of FROG methods for 
measuring two unknown pulses simultaneously are just now being developed 
(see Chapter 20). 

Third-order FROG Methods for UV Measurements 

Given sufficient pulse energy, the best option for FROG measurements 
of ultraviolet pulses, however, is the X (3) nonlinearity. The aforementioned 
non-spectrally-resolvable effects, two-photon absorption and two-photon 
fluorescence, are X (3) effects. But third-order autocorrelations have been also 
been generated using induced-grating four-wave-mixing effects, which do 
produce a spectrally resolvable signal beam. In these third-order methods 
(with the exception of THG, which, after all we've just said, we'd have to be 
crazy to try here!), the signal beam has the same wavelength as the input pulse 
(Wsig = W - W + w). Another advantage of third-order FROG methods is the 
ambiguity-free determination of the pulse. Also, the resulting FROG traces 
are much more intuitive: for example, the sign and approximate magnitude 
of any chirp can be directly inferred from the FROG trace without inversion. 
Thus, third-order wave-mixing-type FROG methods are the best options for 
UV pulse measurement. 

There are several such third-order options: polarization-gate (PG), self­
diffraction (SD), and transient-grating (TG) FROG. While we've discussed 
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these geometries in earlier chapters, it's useful to review them in the context 
of measurements in the ultraviolet. 

First, let's consider PG FROG. In this geometry, two replicas of a pulse 
cross in a thin nonlinear medium (e.g., fused silica or sapphire). Both pulses 
are linearly polarized, but one polarization is rotated 45° with respect to the 
other (see Fig. 6.3). To preserve polarization purity, this can be accomplished 
by a polarization-rotating out-of-plane path (see Fig. 7.3) [20]. The latter beam 
serves as the gate: a part of the probe beam experiences a rotation of polariza­
tion that's detected by transmission through a polarizer that's crossed relative 
to the input. The background signal is determined by the contrast -ratio of the 
polarizer and the purity of polarization of the input. An input polarizer can 
be used to ensure that the input polarization is sufficiently pure, minimizing 
the background in the FROG trace. The principal disadvantage in PG FROG 
for UV use is the added dispersion introduced by this polarizer. In princi­
ple, this polarizer could be eliminated if the harmonic process generating the 
UV light resulted in a pure linear polarization. High-contrast, low-dispersion 
thin-film polarizers have been used at 800 nm, but these are costly and not 
readily available for UV wavelengths. Like other FROG geometries, the PG 
geometry can be used in single-shot mode by using a cylindrical optic to focus 
the beams in one direction and crossing them in the other direction. As in all 
single-shot geometries, care must be taken that the portions of the beam that 
form the interaction must have a smooth and flat intensity profile. 

SO FROG is experimentally the simplest geometry of the three. Here, two 
beams are simply focused and crossed in a thin material (see Fig. 6.5). The 
intensity fringes that result from the interference between the crossed beams 
induce a refractive index grating owing to the nonlinear refractive index in the 
material. Light from the pulses diffracts from this grating, and the first-order 
diffraction is used as the signal. Note that it's irrelevant which pulse acts as 
the probe. Since the signal propagates in a different direction from the input 
beams, the main source of background is scattered light from the nonlinear 
medium, which can be reduced by aperturing the signal beam well. The SO 
geometry has also been implemented in single-shot mode [21]. The principle 
disadvantage of the SO geometry is that it's not actually phase-matched. The 
phase-mismatch can be reduced to acceptable levels by using a small crossing 
angle and a thin nonlinear medium. We'll discuss this issue in more detail 
below. 

A third variation, TG FROG [22], can achieve good phase-matching and 
good signal separation simultaneously. TG requires three input beams, which 
all cross at their focus in the nonlinear medium. The three beams are arranged 
so that on a card they appear to be on three corners of a square. As in self­
diffraction, two beams form an index grating in the nonlinear medium, and the 
third beam probes it. The diffracted signal beam appears after the nonlinear 
medium in the position of the missing corner of the square (open circle in 
Fig. 13.2). Aligned correctly, the phase-mismatch is zero, independent of 
the input wavelength. As a result, a thicker medium can be used than in SO 
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Fig. 13.2: Location of the input beams and signal beams for transient grating FROG. Filled 
circles are the input beams, the open circle is the TG signal beam, X's mark the location of the 
first-order SD signals. 

FROG. This results in a stronger signal than in SO. Interestingly, in the TG 
setup, first-order SO signals appear (in the position of the X's in Fig. 13.2), 
and experimentally are seen to be much weaker. In general, the TG geometry 
is much more sensitive than the SO geometry [23]. The disadvantage of TG 
is the alignment of the additional beam. While TG-FROG has been used 
principally for near-IR pulses [10,22,24], it has also been used to characterize 
400 nm second-harmonic pulses from an amplified Ti : Sapphire system. 

To understand the differences between the geometries, let us consider the 
phase-matching issues. Fig. 13.3 shows the k-vectors for the three geometries. 
PG (Fig 13.3a) is perfectly phase-matched: the k-vectors form the sides of a 
parallelogram. The gate k-vectors are on opposite sides of the parallelogram. 
One of the gate arrows is reversed because one of the factors of the gate E-field 
in the FROG signal is complex-conjugated: E*(t) E(t). Even ifthe probe and 
gate pulses are at different wavelengths (Fig. 13.3b), the PG process remains 
phase-matched. 

In contrast, self-diffraction is inherently non-phase-matched. The phase­
mismatch is given by I1kL = 2kLn(1 - cos Oint) ~ kL02/ n, where Land n 
are the length and the refractive index of the material, and Oint is the full internal 
crossing angle and 0 is the full external crossing angle (see Fig. 13.3c). While 
phase-mismatch reduces the signal strength, by itself, it's not intrinsically 
a problem; it is the variation of phase-matching efficiency across the band­
width that can distort the signal. The phase-matching efficiency varies (see 
Chapter 3) as sinc2(l1kL/2), which is proportional to 04 for small angles. 
Thus, achieving a small 11k L requires a small crossing angle and a thin 
medium (small L), the latter of which reduces the signal strength. Both of 
these requirements hurt the signal-to-noise ratio because, experimentally, the 
small crossing angle tends to increase the background level because the beams 
are closer together. 

The phase-matching diagram for transient-grating FROG is similar to that 
for polarization-gate FROG. For TG, however, the parallelogram is bent out­
of-plane as shown schematically in Fig. 13.3d. The correspondence between 
the k-vectors in the diagram and the input beams in Fig. 13.2 are indicated 
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Fig. 13.3: k-vector diagrams for the three third-order FROG geometries. (a) Polariza­
tion-gate; (b) polarization-gate with different gate and probe wavelengths; (c) self-diffraction; 
(d) transient-grating (perspective intended to show the parallelogram as in PG is bent 
out-of-plane). The subscripts for the k-vectors in (d) correspond to the beam positions shown 
in Fig. 13.2. In this figure, the signal k-vector is given by ks• 

by the labels. If beam B is delayed, the nonlinearity acts as E2(t), i.e. like 
self-diffraction. Delaying beams A or C yields a nonlinearity E*(t)E(t), as 
in the polarization-gate geometry. In the transient-grating geometry, as in 
the PG geometry, all k-vectors line up, and the process is phase-matched 
independent of the input wavelength. Unlike PG, however, if, for some value 
of the delay, the three pulses aren't at the same wavelength (as would be found 
for strongly chirped pulses and a large delay), there is a small phase-mismatch 
that increases with crossing angle and medium thickness. Another reason to 
use a thin substrate is to minimize dispersive broadening of the pulses within 
the interaction region. 

There are several convenient optical layouts for SD and TG FROG devices 
(see Fig. 13.4). The distinguishing features are the methods for splitting and 
recombining the beam and the number of reflective surfaces (which are lossy at 
short wavelengths and hence should be minimized). In the first demonstrations 
of SD-FROG [21,25,26] and TG-FROG [10,22,27] the input pulse was split 
into replicas with a partially reflective beam-splitter. Although a dielectric­
coated beam-splitter is the most efficient, its use may limit the bandwidth. 
Also it can constrain the use of the device to a particular wavelength range. 
Partially reflective incond coatings operate over a wide wavelength range, 
although they are very lossy. Note that using approximately equal intensities 
in each beam is important only for efficiency: there is no distortion in the 
signal resulting from such a mismatch since the signal is linear in each of the 
input intensities. 
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(a) 

(c) 

Spectrometer 

Fig. 13.4: Three zero-dispersion layout options for SD and TG FROG, which all avoid any 
transmitting optics before the nonlinear medium. a. A mirror picks off half of the beam. This 
can be done twice for TG FROG. b. A mask with two or three holes in it generates two or three 
parallel beams, guaranteed to be, not only parallel, but also synchronous in time. c. Two nearby 
mirrors, slightly titled with respect to each other generate two approximately time-synchronous 
beams. Note that dispersion is irrelevant after the nonlinear medium, so a lens can be used there. 

The use of a beam splitter also introduces dispersion: as in other FROG 
geometries, the beam that reflects from the beam-splitter must also pass 
through a compensation plate to ensure that the pulses interacting in the non­
linear medium are identical. This added dispersion is an especially important 
consideration for characterizing short-wavelength pulses. Consider the use of 
a beam-splitter involving a I-mm thick fused silica substrate in two differ­
ent cases: measuring 1) a 20-fs 800-nm pulse and 2) a 12-fs 267-nm pulse. 
After two passes through the substrate (at 45°), a transform-limited 20-fs 
pulse centered at 800 nm broadens to only '"'-'23 fs. Not only is this small, but 
a small pre-chirp introduced by a grating adjustment in the amplifier system 
compressor would correct for this dispersion without introducing a significant 
amount of higher-order phase. For the shorter pulse at the shorter wavelength, 
the broadening is much more severe: the 12-fs pulse centered at 267 nm will 
broaden to 103 fs. If the pulse is generated through harmonic conversion, as is 
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usually the case, a secondary compressor is not always available to give a short 
pulse at the nonlinear medium. While the material within the apparatus may 
be accounted to determine the input pulse shape, this pulse broadening can 
reduce the signal level too much for low energy pulses. In this example, the 
signal would be reduced by almost a factor of 103• Even when an additional 
compressor is part of the system, full compensation for the pulse stretching 
introduced by the beam-splitter would require compensation of higher-order 
phase-not an easy task! 

The good news, however, is that, after the nonlinear medium, dispersion 
is irrelevant! Once the nonlinear interaction takes place, FROG's interest lies 
only in the signal beam spectrum. The signal beam can propagate through a 
kilometer of high-dispersion glass, and it wouldn't matter. 

It is clear, then, that a FROG device for the UV is much more useful if 
it is dispersion free before the nonlinear medium. If sufficient pulse energy 
is available, this can be accomplished by simply spatially selecting different 
portions of the input beam and recombining them in the nonlinear medium. 
In the characterization of 16-fs pulses at 266 nm, Backus, et al. used the 
edge of a mirror to split half of the beam (see Fig. 13.4a). Each portion of 
the beam traveled a different path before being focused by a mirror into the 
nonlinear medium. An alternative method, demonstrated for TG-FROG at 
800 nm [28] is to place a mask with openings at the input to generate the three 
separate beams required for that geometry (see Fig. 13.4b). This technique 
is particularly advantageous for the TG geometry because it allows a single 
mirror to be used for the two reference pulses, ensuring that there is zero 
time-delay between them. 

On the other hand, separation of the beams into two paths makes the iden­
tification of the time-zero difficult. To obtain any signal, the individual pulses 
must be focused into the nonlinear medium, they must spatially overlap, and 
they must temporally overlap. (We'll discuss alignment techniques shortly.) 
Recently, a much simpler SD FROG setup was demonstrated in which a split 
mirror is used to form two beams (see Fig. 13.4c). The beams travel directly 
to a focusing mirror, and from there into the nonlinear medium. The identi­
fication of the time-zero can be approximated to within 20-50!-Lm by simple 
visual inspection of the adjacent mirrors. This is in contrast to the arrange­
ments in which the two beams travel separate paths, where measurement puts 
the time-zero to within rv 1 mm. The split mirror arrangement can be converted 
to the PG or TG setup by introducing a mask on the split mirror. Since the split 
mirror does not direct the beams backwards, the delayed beam experiences a 
slight lateral translation during the delay scan. For parallel beams, however, 
this changes only the crossing angle slightly and does not change the beam 
overlap at the focus of the mirror. Furthermore, for fs pulses, the total range 
of the scan is very small. 

While both SD and TG FROG give a background-free signal because the 
signal propagates in a different direction from the incident beams, stray light 
is still an issue that must be addressed. The signal wavelength is the same as 
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that of the incident beams, so wavelength filtering (which works so well for 
SHG FROG) is not applicable. One source of stray light is scatter from the 
nonlinear medium. Super-polished substrates of high optical quality are best. 

A second source of stray light is the edge of each incident beam. The 
location for a mask after the interaction can be chosen such that the stray 
light from this source is minimized. To better define the outer edge of the 
beam, place an iris around the beam somewhere before the focusing optic. 
If a partially reflecting beam-splitter is used, place the iris before the beam­
splitter. If the beam is clipped, the iris should be very close to the point where 
the beams are clipped. To isolate the signal beam, place the output mask in a 
position after the focus where the input iris has a relayed image. The mask at 
this position must be as large as possible without passing the incident beams: 
the signal, having passed through the induced grating, is spatially chirped at 
this position, and there is a risk of clipping the spectrum. 

Alignment 

PG, TG, and SD geometries all have similar alignment considerations. The 
pulses must overlap spatially and temporally to see a signal. Aligning the 
beams to be parallel first and then simultaneously crossing and focusing them 
with a lens or curved mirror ensures that the pulses cross precisely where they 
focus. The parallelism is also important for correct phase-matching in the 
TG geometry. It's best to check the parallelism first by propagating the beams 
some distance. Then place the nonlinear medium at the measured focal point of 
the mirror, and inspect the beam overlap by viewing the scatter from a thin plate 
«0.25 mm) with a CCD camera. Some materials (e.g., sapphire excited by fs 
266-nm pulses) exhibit two-photon fluorescence in the visible, and this can be 
used as a diagnostic for beam overlap. The temporal overlap may be found by 
using near-IR input and looking for the sum-frequency signal from a nonlinear 
crystal, then by looking for the self-diffraction signal. In the TG geometry, 
each individual pair will show an SD signal if the medium is thin enough (at 
the location of the X's in Fig. 13.2). Optimization of the spatial overlap by 
inspecting the signal itself can be misleading with short input pulses, since 
that adjustment also affects the timing. For TG, optimization of the timing 
can be accomplished by alternating scans of the two delay stages and setting 
the zero point at the position of maximum signal. Because this alignment 
becomes more critical with short input pulses, it must be checked with the 
shortest pulses available. This extra degree of freedom in the alignment can 
be avoided by using the same mirror for two of the input beams, since in 
this case, they automatically arrive at the same time. Also note that if the 
intensity is too high, higher-order diffraction spots will appear. You probably 
shouldn't operate at such a strong input level, as this implies that the depletion 
regime is near (in which additional nonlinear-optical processes can occur), and 
distortions in the FROG trace can occur. 
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After the signal beam is isolated, it is directed to the spectrometer. Whether 
operating single- or multi-shot, the interaction region should be imaged onto 
the spectrometer entrance slit to ensure the full spectrum enters the spec­
trometer. Alternatively, the simple home-brew spectrometer can be used (see 
Chapter 11). Note that if this image is formed with magnification, the tempo­
ral blurring that results from the finite crossing angle can be reduced, although 
this effect shouldn't be important in the first place. Finally, the spectrometer 
must be well calibrated, and its spectral response should be measured. 

Measured UV Pulses 

We give a couple of examples ofUV-pulse measurement from our work with 
frequency-converted pulses from a "'20-fs Ti : Sapphire kilohertz amplifier. 
Backus, et al [2] found that mJ, 22-fs, 800-nm pulses could be conveniently 
converted directly to the third-harmonic with 0.1 % efficiency by focusing 
them in air. The duration (without pre-compression) of the pulses was mea­
sured to be 16 fs using SD FROG. The experimental arrangement is shown in 
Fig. 13.4a. Figure 13.5 show the measured SD FROG trace and intensity and 
phase. 

In later work, Durfee, et aI., developed a more efficient method for gen­
erating light at the third harmonic of Ti : Sapphire [3]. The fundamental 
(wd and the second harmonic (W2) were injected into an Ar-filled capillary 
(150 mm ID x 70cm) and mixed in a X(3) process to produce light near 267 nm 
(W3 = 2W2 - WI). The output pulses are positively chirped owing to the prop­
agation through the cell window and air. Moreover, cross-phase modulation 
from the intense pulses can yield very strong spectral broadening, which adds 
to the chirp. A simple grating compressor (300 lJmm) was used to compress the 
pulses, which were measured with SD FROG in the simplified configuration 
shown in Fig. 13.4c. Since the grating reflectivity was only 75%, a single-pass 
of the grating pair was used to minimize losses. This left the beam spatially 
chirped: the direction of chirp was chosen to be vertical so that when the beam 
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Fig. 13.S: Measurement of a l6-fs 267-nm pulse. (a) Measured SD FROG trace. (b) Retrieved 
intensity and phase [2]. 
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was clipped, each half would contain the full spectrum. In this configuration, 
it was important that the nonlinear medium was exactly in the focus, where 
there was no spatial chirp. The compressed pulses were measured to be 8 fs, 
the shortest measured in that wavelength region. SD FROG has also been 
successfully used to characterize compressed pulses at 400 nm [29]. 

High-intensity-pulse Issues 

High-power ultrafast laser systems [30,31] are achieving incredible aver­
age powers, peak powers, and peak intensities and are allowing previously 
unimagined phenomena to be observed. As ultrafast laser oscillators tend to 
yield mere nJ pulses [8], achieving such powers requires significant amplifi­
cation, typically involving many stages. Due to the large dispersion present in 
amplifier systems, an amplified laser pulse very often has a complicated and 
non-ideal intensity and phase vs. time. Just as an aberrated beam brought to 
a focus will not achieve high intensity, significant temporal structure or too 
long a pulse length can also limit the achieved intensity. 

Thus it is crucial to measure such pulses' complete temporal behavior. With 
this knowledge, the laser system can be optimized, and the experimenter can 
know the actual pulse intensity that is achieved. Furthermore, the dynamics 
of the laser system itself can be much better understood. 

There are, however, several important issues in the characterization of 
pulses from high power systems. Measurements of amplified pulses are sus­
ceptible to a myriad of problems, many unique to such systems, which, if not 
considered, can give rise to a poor measurement [23]. 

First, in addition to having considerably different pulse energies, amplified 
systems and oscillators also differ in the amount of dispersion to which the 
pulses are subject. Chirped-pulse amplification is the rule for amplified pulses, 
which are typically first stretched by a factor of 10,000 and then recompressed 
by a similar factor-without significant distortion [10]. This involves ensuring 
that the optical path through "-'25 m in the system is equal for all wavelengths 
to within "-'2.5 \.Lm! In addition, there are a plethora of potentially imperfect 
optics and coatings, which can yield considerable phase distortion. 

Typically the spectral phase of the laser system can be described by: 

({I(W) = ({Is(w) + ({Ic(w) + ({Io(w) + ({Im(w) + ({Ig(w) (13.1) 

where ({I(w) is the total system spectral phase, ({Is(w) is the stretcher phase, 
({Ie (w) is the compressor phase, ({Io (w) is the refractive-optics phase, ({1m (w) is 
the material phase, and ({Ig(w) is the gain-dispersion phase. All these compo­
nents conspire (or at least it seems that way) to destroy the fiat phase that's 
typically desired for high intensity. Thus, it is important for our measurement 
technique to be capable of measuring potentially very complex pulses. 

Another amplifier-induced distortion is spectral modulation, which cor­
responds to the presence of satellite pulses surrounding the main pulse. 
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In most situations, satellite pulses are very undesirable, as they can them­
selves be intense enough to do serious damage. Also, in attempts to generate 
x-rays or produce laser fusion, leading satellite pulses many orders of magni­
tude weaker can significantly disturb the medium, effectively preventing the 
desired process. It is thus important for the measurement to have a dynamic 
range of as many as eight orders of magnitude to see these pulses. 

Although pulse characterization techniques all rely on nonlinear effects, 
such as SHG or PG, with high-power pulses, the nonlinearities can eas­
ily get out of control. For example, PG depends on a third-order process, 
so the FROG signal is the product of three fields. But self-phase modu­
lation and cross-phase modulation are also third-order, and if the intensity 
where the beams cross is too high, the pulses you're trying to measure are 
actually being changed by the process. With SHG FROG, beam depletion 
can also occur, also resulting in distortions in the measured trace. As men­
tioned above, if the input power for SD, TG, or even PG FROG is too high, 
higher diffraction orders appear. The diffracted power into these higher orders 
has a different (higher-order) signal field expression than the nonlinearity 
that produces the desired signal. Thus, it's important to avoid accidentally 
using one of them for the signal beam, or you could be performing, say, 
a seventh-order FROG measurement. Also, when such beams occur, the 
correct signal beam is itself probably on the verge of distortions due to 
depletion. 

Another issue is the tendency of high-power pulses to fluctuate from shot to 
shot. Because amplified pulses involve pulsed flash-lamps, the resulting pulse 
energy stability is many orders of magnitude poorer than that of unamplified 
pulse trains. Not only can the pulse energy fluctuate wildly from shot to 
shot, but, since many distortions result from nonlinear self-action effects in 
the various media through which the pulse passes, so can their intensity and 
phase. It is thus essential to perform measurements of high-power pulses on 
a single shot. 

An issue for extremely intense pulses is that too much power can damage 
the nonlinear medium (or other optics) in a FROG device. Thus, it is necessary 
to attenuate the input beam into the apparatus without distorting the pulse or 
beam. There are many ways to do this. One is to use an iris to radially clip 
the beam to lower the total power into the FROG device. Another is to use the 
surface reflection from a glass plate that is either thick, wedged, or frosted on 
the back side (to avoid a second pulse). However the beam is attenuated, it 
is important to do it in a way that is largely independent of polarization. Say 
you have a beam that is polarized 1000: 1. If you attenuate the beam using a 
polarizer or by taking reflections off a glass plate at Brewster's angle, what 
you are actually measuring is the s-polarized component of the pulse. Why 
is this a problem? The s-component of polarization sees different dispersion 
in the system (due to birefringent materials such as calcite and sapphire), and 
also has a different spectrum, since the reflectivity of the compressor gratings 
if quite different for s- vs. p-polarization. 
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A final issue that arises in measurements of high-power pulses is that, even 
with attenuation, the beam may still be intense enough that focusing it is out 
of the question. If a large beam is used at the nonlinear medium in the FROG, 
geometrical distortions can arise (see Chapter 7). 

High-power FROG 

The high-power effects mentioned above are significantly reduced by using 
single-shot FROG, which completely removes all transverse geometrical dis­
tortions, as was discussed in Chapter 7. Conveniently, single-shot FROG 
requires a large beam and thus can reduce the need to focus or attenuate the 
input beam. Single-shot FROG has the additional advantage that it yields 
the intensity and phase for a single pulse in real time-required so that pulse 
intensity-and-phase fluctuations can be seen. 

Single-shot PG and SD FROG are particularly convenient methods for mea­
suring amplified pulses. They are higher-order than SHG, so beam depletion 
is not an issue (other third-order effects, such as SPM can generally be kept to 
a minimum and typically do not represent a problem, especially when a weak 
line focus is used). They yield very intuitive traces, graphically illustrating 
the frequency vs. time or group delay vs. frequency, which is very useful for 
aligning systems without the need to retrieve the intensity and phase. Indeed, 
Fig. 13.6 shows typical distortions in amplifier systems, beautifully illustrated 
by single-shot PG FROG measurements. 

When the system is compensated properly, residual fourth-order 
(Fig. 13.6c), and in some cases fifth-order phase (Fig. 13.6d), can be seen 
directly from a FROG trace. This useful tool aids in the construction and 
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Fig. 13.6: (a) Second, (b) Third, (c) Fourth, and (d) Fifth orders of spectral phase, which 
can be read directly from the PG FROG trace, which graphically display the group delay vs. 
frequency (the derivative of the spectral phase). 
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alignment of femtosecond high power laser systems by allowing a qualitative 
picture of the phase aberrations of the system. In many instances, bad or non­
optimal optics can be identified by this method, which almost certainly would 
not be the case when using a simple autocorrelation or FRAC. 

Many researchers use single-shot PG FROG to align pulse compressors, 
which require careful adjustment of the separation of a grating pair. Because 
the wrong separation yields chirp with a sign proportional to the deviation 
from the ideal spacing, PG FROG is ideal for this application. Figure 13.7 
shows such traces for different grating separations in a pulse compressor. The 
feedback provided by this measure makes this otherwise difficult alignment 
problem almost trivial. 

One of the biggest advantages of FROG for complicated systems, such 
as amplifiers, is the ability to detect spatio-temporal problems in the pulse. 
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Fig. 13.7: Experimental PG FROG measurements of pulses from a chirped-pulse amplified 
Ti : Sapphire laser. a--e: PG FROG traces of pulses corresponding to different pulse-compressor 
diffraction-grating separations. The change in distance, /1, from the optimal grating separation 
of 510 mm is shown for each measurement. f -j: Retrieved spectrum (solid) and spectral phase 
(dashed) vs. frequency offset for the various traces in a--e. The spectrum remains constant, 
while the spectral phase varies with grating spacing. The grating spacing is optimal in h, which 
corresponds to a pulse length of 77 fs [38]. 
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This is done by the use of the frequency (and, to a lesser extent, delay) 
marginals, which act as a check on the validity of the data taken using the 
FROG technique. The main concerns are spatial chirp (caused mostly by 
grating misalignment in the compressor or stretcher), and spectral clipping 
(often due to the use of too thick a nonlinear medium, which has too small 
a phase-matching bandwidth). These types of errors yield an error in the 
frequency marginal indicating that the pulse has one of these errors. The use 
of marginals was described in detail in Chapter 10, so we say no more on 
this subject here, except to say that they are crucial for measuring amplified 
pulses, which frequently suffer from spatial effects, which are detected and 
even corrected using the marginals. 

High-dynamic-range FROG measurements are also possible. CCD cameras 
used for FROG measurements have as many as 16 bits, corresponding to a 
pulse dynamic range of better than 104, and such measurements are routine 
(see Fig. 6.9, for example). It is not difficult to make two measurements, one 
with an ND4 filter and the other without one, allowing the center of the trace 
to saturate (or, better, blocking it to avoid scattering in the camera). The full 
trace can then be constructed from the two traces with better than 108 dynamic 
range. Since we have found that the FROG algorithm determines the intensity 
with the same dynamic range as that of the trace, this allows the measurement 
of relatively weak satellite pulses. 

A question that often arises is: "If a pulse has a weak satellite pulse, how 
weak does it appear in a third-order FROG trace, such as PG FROG?" In 
other words, would a satellite pulse of relative intensity 10-4 correspond to a 
peak in the third-order FROG trace with a height of only 1O-12? The answer 
is that the peak in the FROG trace corresponding to the satellite pulse will 
always have the same relative height as in the intensity, independent of the 
order of the nonlinearity. This can be seen by observing that it is the main 
pulse that mostly gates each pulse. Thus, for example, a satellite pulse that is 
10-4 of the main pulse will yield a satellite pulse in the trace for all versions 
FROG that is also 10-4 of the main peak in the trace, independent of the 
order of the nonlinearity. Even better, a weak satellite pulse will also yield 
frequency fringes in the main peak in the FROG trace with amplitude of twice 
the square root of the satellite pulse relative height, or about 2% for a satellite 
with relative height of 10-4• Thus, even with insufficient dynamic range to see 
the additional peaks due to the satellite pulse, the frequency fringes reveal it 
unambiguously. And the FROG algorithm is very good at retrieving it. 

A slight drawback to third-order FROG measurements is a Raman ringing 
effect that can slightly distort a pulse measurement for pulses between'" 15 
and "'40 fs (see Chapter 18, where we show that distortions of up to a few 
per cent are possible due to this effect). As a result, when it is convenient 
to attenuate the beam sufficiently, people have also used SHG FROG for 
highly accurate high-power pulse measurement, especially to measure pulses 
under 50 fs. To date the shortest pulse measured directly from an amplifier 
system, 15 fs [32], was measured using SHG FROG. With the advent of the 
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hollow core fiber pulse compression scheme, pulses as short as 4.5 fs have 
been measured with SHG FROG [33]. 

SHG FROG can also be used to characterize and align the phase of an 
amplifier system: by sending the unamplified seed pulses through the system. 
This has the advantage that the spectrum is wider than it will be after amplifi­
cation (i.e., not gain-narrowed), and it's easier to see farther out in the spectral 
wings, where most of the higher-order spectral distortions are. 

Recently, pulse shapers have allowed arbitrary phase compensation, elim­
inating the need for perfect phase compensation by the stretcher and com­
pressor [34]. FROG measurements play an important role in calibrating the 
pulse shaper, so the effects of adjusting each channel of the shaper can be 
determined. Since most pulse shapers are linear, this calibration procedure 
allows a desired pulse shape to be dialed in without a feedback loop. 

With pulse-shapers, very complicated waveforms can be generated. Thus, 
we require a sophisticated way of retrieving the amplitude and phase of the 
pulse, which must have the sensitivity to resolve fine detail in the intensity 
and phase of the shaped, amplified pulse. Figure 13.8 shows a pulse train 
generated by an acousto-optic modulator called a DAZZLER, from Fastlite 
Inc. [35]. This pulse was generated by placing a sinusoidal phase function on 
a transform-limited pulse to generate a complex pulse. 

The SHG FROG retrieval clearly shows the multiple pulse structure of 
the pulse. Other types of pulse shapers include deformable mirrors and spa­
tial light modulators (SLM). SLM's are LCD crystal displays, which can 
modulate the intensity and phase of a pulse, and are capable of imparting 7r 

phase jumps. Deformable mirrors are phase-only devices and are limited to 
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Fig. 13.8: SHG FROG measurement of a sinusoidal phase function applied to an 18 fs pulse. 
The intensity is shown in black, and the phase is shown in gray. 
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smooth phase functions. Such pulse-shaping techniques are revolutionizing 
high-power experiments, such as high harmonic generation (HHG) [36]. And 
FROG has been used in these experiments to characterize the complex shaped 
pulses. Indeed, FROG is the onLy technique that has been shown to be capable 
of measuring such complex pulses. And it can do so very accurately. In these 
experiments, small changes in the phase of the driving pulse were detected 
by the use of FROG. This led to discoveries of new physics and allowed the 
quantum control of high order processes. 

Finally, in very high-power situations, we should mention a method demon­
strated by Mysyrowicz and coworkers. A relative of FROG, it involves 
splitting off a fraction of the beam and allowing the more intense pulse to cross­
phase-modulate the weaker one in a third-order medium [37]. This broadens 
and, at very high power, also significantly complicates the weaker pulse's 
spectrum. Measuring the weaker pulse's spectrum vs. delay yields the pulse 
intensity and phase. The algorithm requires solving the nonlinear Shrodinger 
equation for propagation through the non-linear medium (see Chapters 18-20 
for analogous problems), but it works. 

So FROG is an excellent method for detennining phase distortions in both 
UV and high-power situations. Indeed, it has already become an important tool 
for investigating new physics and phenomena in these exciting new regimes. 
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14. FROG in the Single-Cycle Regime 

Andrius Baltuska, Maxim S. Pshenichnikov, 
and Douwe A. Wiersma 

Introduction 

Extremely short ('" I ° fs or less) pulse are now available in several labs and 
have a wide range of applications. You might think that such extremely short 
pulses couldn't possibly be distorted and still be so short, but that's absolutely 
not the case. Indeed, intensity and phase distortions not only exist in such 
incredibly short pulses, but they play decisive-and even useful-roles in 
many phenomena. For instance, pulses with identical spectra but different 
spectral phases yield wildly different efficiency in high-harmonic-generation 
processes [I]. The spectral phase also heavily affects wave-packet motion 
in organic molecules [2,3], population inversion in liquid [4] and gas [5] 
phases, and even the direction of a chemical reaction [6]. Moreover, a totally 
automated search for the best shaped pulse to optimize a pre-selected reaction 
channel was recently demonstrated [7-9]. Measuring the phase and amplitude 
of the excitation pulses in such experiments then allows a back-reconstruction 
of potential surfaces of the parent molecule. 

The complete determination of the electric field of femtosecond pulses also 
uncovers the physics behind their generation, as has been demonstrated in the 
case of fs Ti:Sapphire lasers [10,11 J. Such information is invaluable in deter­
mining, not only the methods for their generation, but also the ultimate limits 
to further pulse shortening. Due to the great complexity of the broadband 
phase correction required to produce transform-limited pulses with duration 
shorter than 5 fs [12-15], such measurements are as difficult as they are impor­
tant. And, because the broader the pulse spectrum, the shorter the pulse can 
potentially be, it is important to develop methods for measuring very broad­
band pulses, such as the continuum generated by self-phase modulation and 
other nonlinear-optical processes at high intensity and long path lengths. 

A breakthrough in the full characterization of ultrashort pulses occurred 
recently with the introduction of frequency-resolved optical gating (FROG) 
[16,17,18]. Notably, noa priori information about the pulse shape is necessary 
to reconstruct the pulse from the experimental FROG trace. 

In general, FROG is quite accurate and rigorous [19]. Also, the large number 
of data points in the two-dimensional FROG trace and the resulting over­
determination of the pulse make it much less sensitive to noise than pulse 
diagnostics based on one-dimensional measurements, such as the ordinary 
autocorrelation and interferometric methods. Last but not least, FROG offers 
data self-consistency checks that are unavailable in other pulse measuring 
techniques. This feedback mechanism involves computing the temporal and 
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spectral marginals that are the integrals of the FROG trace along the delay and 
frequency axes (see Chapter 10). The comparison of the marginals with the 
independently measured fundamental spectrum and autocorrelation verifies 
the validity of the measured FROG trace [11,20,21]. To date, FROG methods 
have been applied to measure a vast variety of pulses with different duration, 
wavelength and complexity [22]. 

A number of outstanding features make FROG especially valuable for the 
measurement of sub-l 0-fs pulses. 

First, because FROG uses a type of excite-probe geometry, common for 
most nonlinear optical experiments, it's ideally suited to measure pulses used 
in spectroscopy experiments. Unlike other pulse diagnostics [23-32], FROG 
does not require splitting of auxiliary laser beams and pre-fabrication of 
reference pulses. This fact is a great practical advantage, since the set-up 
complexity in many spectroscopic experiments is already quite high [33-39]. 
FROG directly offers pulse characterization precisely at the position of the 
sample by simply interchanging the sample with a nonlinear medium for 
optical gating (see Chapter 11). The last point is essential for'" 1O-fs pulses 
[12-15,40] currently used in spectroscopy. The dispersive lengthening that 
such pulses experience even due to propagation through air precludes the 
use of a separate diagnostic device. Although an alternative technique, Spec­
tral Phase Interferometry for Direct Electric-field Reconstruction (SPIDER), 
[25,29-32] can also measure sub-6-fs pulses [28], it, however, requires a 
cumbersome additional set-up, which can lead to errors in measurement. In 
this respect, the simplicity of FROG and its compatibility with nonlinear 
spectroscopy provides an undisputed advantage by both saving experimental 
effort and ensuring that the "right pulse at the right location" is being mea­
sured. Thus, FROG is the ideal way to measure and optimize pulses on target 
prior to carrying out a spectroscopic experiment. 

Second, it's possible to correctly measure sub-1O-fs pulses by FROG even 
in presence of massive systematic error. Several types of such errors will 
inevitably appear in any measurement of pulses whose spectra span a hun­
dred nanometers or more. And FROG is unique in its ability to deal with 
such distortions (see Chapter 10). For example, a FROG trace affected by 
wavelength-dependent detector sensitivity and wavelength-dependent fre­
quency conversion efficiency can be corrected and validated via its consistency 
checks [11]. In contrast, an autocorrelation or SPIDER trace measured under 
identical conditions may be corrupted irreparably, and it would be difficult 
to know. 

Third, the temporal resolution of a FROG measurement isn't limited by 
the sampling increment in the time domain. Assuming that the whole time­
frequency spectrogram of the pulse is contained within the measured FROG 
trace, short-time information is also provided by large-scale variations in fre­
quency. The broadest feature in the frequency domain determines the shortest 
feature in the time domain. Therefore, no fine temporal pulse structure can be 
overlooked [22], even if the delay increment used to collect the FROG trace 
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is larger that the duration of such structure. Thus, reliability of the FROG data 
depends simply on the proper delay axis calibration rather than on the very 
fine sampling in time, which might otherwise be troublesome, since the pulse 
itself extends only a few microns in space. 

Choosing the appropriate FROG geometry [20,22] requires carefully con­
sidering possible distortions due to the beam geometry (see Chapter 7) and 
the physics of the nonlinear medium. Consequently, not every FROG geom­
etry can be straightforwardly applied to measure pulses shorter than 10 fs. In 
particular, in some X (3) -based techniques (for instance, polarization-grating, 
transient grating etc.), the finite response time due to the Raman contribution 
to the nonlinearity can playa role in the measurement of "-'20-fs pulses [41] 
(see Chapter 18). Thus, SHG FROG in transparent crystals [42-44] and third­
harmonic-generation FROG near a surface [45], which both have essentially 
instantaneous nonlinearities, are the best choices for the measurement of the 
shortest pulses available to date. 

Another important experimental issue is sensitivity. Among the FROG 
geometries, SHG FROG is most appropriate for low-energy pulses because it 
[42] is second-order, rather than third order. The signal pulse's different color 
and polarization allow effective suppression of scattered input light, adding to 
the suppression provided by the geometry. The low-order nonlinearity, com­
bined with this background suppression, gives SHG FROG a higher dynamic 
range than any other FROG geometry or other technique. 

In general, the FROG pulse retrieval doesn't depend on pulse duration 
since the FROG traces simply scale in the time-frequency domain. Because 
the pulse gates itself, the shorter the pulse to be measured, the shorter the 
gate pulse that is automatically available to measure it. However, with the 
decrease of the pulse length and the accompanying increase in bandwidth, 
the measured trace begins to deviate significantly from the mathemati­
cally defined ideal FROG trace. Besides the obvious problems such as the 
pulse lengthening during its propagation before and inside the nonlinear 
medium due to group velocity dispersion, there are also more fundamental 
issues. 

For example, the conventional description of nonlinear optics (see 
Chapter 3) applicable to multi-cycle pulses fails for near-single-cycle pulses. 
Clearly, for such extremely short pulses, the conventional slowly varying enve­
lope approximation [46-48], which assumes that the pulse amplitude varies 
negligibly over one optical cycle, fails. Furthermore, the phase-matching 
bandwidth [49]-which is finite due to dispersion in the nonlinear medium­
rapidly becomes problematic as the pulse spectrum broadens [10,11]. Another 
concern is the frequency-dependent variation in the reflectivity of the optics 
and gratings and the sensitivity of the photo-detector used to detect the signal 
light generated in the nonlinear process. These effects all potentially distort 
the signal pulse spectrum and hence are collectively known as the spectral­
filter effect [49-51]. Also, geometrical distortions due to the multi-shot 
non-collinear geometry employed in spectroscopic experiments [11,51,52] 
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can potentially artificially lengthen the measured pulse (see Chapter 7). If a 
portion of the signal field is accidentally spectrally filtered out or if the signal 
is artificially "blurred" in time this could crucially influence the measured 
trace [53] and subsequently lead to erroneous measurements. 

In this chapter we give a detailed description of FROG's performance for 
ultrabroadband pulses, which would correspond to pulses 3 fs in length if 
the spectral phase were flat. Starting with Maxwell's equations, we derive a 
complete expressionfor the SHG FROG signal that is valid even in the single­
cycle pulse regime. It includes phase-matching in the crystal, beam-geometry 
effects, dispersive pulse-broadening inside the crystal, and dispersion of the 
second-order nonlinearity. Subsequently, we describe a simplified-but still 
quite accurate-expression that decomposes the SHG FROG signal into a 
simple product of the ideal SHG FROG trace and a spectral filter. Remarkably, 
this simplification allows the commercial FROG code that retrieves longer 
pulses to be used for even single-cycle pulses, provided that the trace is first 
divided by the spectral-filter correction factor. Then we describe numerical 
simulations, which convincingly show that the approximations made in the 
derivation of the simplified expression are well justified. We also show that, 
despite all these potential sources of error, accurate measurements of single­
cycle pulses are possible. 

We then discuss the performance of X (3) -based FROG techniques­
transient grating (TG) and self-diffraction (SD)-in the single-cycle regime 
and numerically analyze the effects of geometrical distortions and spectral 
filtering in these geometries. 

Next, we discuss the practical implementation of these ideas in the FROG 
measurement of near-single-cycle and very broadband pulses. Finally, we 
present experimental results of SHG FROG characterization of white light 
continuum and pulses <5 fs long. 

Theory 

The ideal FROG signal is a simple mag-squared Fourier transform of a time­
and delay-dependent signal field [22]. This formalism describes the case of 
an ideal nonlinear medium, which has zero-thickness and an infinitely fast 
nonlinear response. This, of course, never occurs in reality. In this section, 
we present a comprehensive theoretical analysis, thoroughly re-examining the 
formalism describing the FROG signal. We derive complete expressions valid 
even for single-cycle pulses. Among other results, we show that the slowly 
varying envelope approximation, with its rejection of derivatives of the time­
domain electric field, is unnecessary. We also show that geometrical delay 
smearing does not introduce a significant distortion of the observed traces, 
even for near-single-cycle pulses, provided that the geometry is carefully 
optimized. 
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SHG FROG in the Single-Cycle Regime 

We consider first the case of X (2)-based FROG and derive a general for­
malism for pulses of arbitrarily broad bandwidth, allowing us to carry out a 
scrupulous numerical analysis of the performance of SHG FROG in various 
experimental situations. 

General Formalism 

In this section, we derive the complete equation that describes SHG FROG 
for pulses as short as one optical cycle. We include such effects as the phase­
matching condition, time-smearing effects due to a non-collinear geometry, 
spectral filtering of the second harmonic radiation, and dispersion of the 
second-order nonlinearity. 

We consider the case of a non-collinear geometry in which the fundamental 
beams intersect at a small angle (Fig. 14.1). As has been pointed out [49], pulse 
broadening due to crystal bulk dispersion is negligibly small compared to the 
group-velocity mismatch. This means that the appropriate crystal thickness is 
mostly be determined from the phase-matching condition. For instance, in a 
1 O-I-Lm BBO crystal the bulk dispersion broadens a single-cycle pulse by only 
by "-'0.1 fs, while the group-velocity mismatch between the fundamental and 
second-harmonic pulses is as much as 0.9 fs. 

We assume that the confocal parameter and the longitudinal beam overlap 
of the fundamental beams are considerably longer than the crystal length. 
For instance, for an ideal Gaussian beam of "-'2-mm diameter focused by 
a 10-cm achromatic lens, the confocal parameter, that is, the longitudinal 
extent of the focal region, is rv 1.2 mm. This is considerably longer than the 
nonlinear crystal. Under such conditions, all wavefronts inside the crystal 
are practically flat. Therefore, second harmonic generation will be a function 
of the longitudinal coordinate only and include the transversal coordinates 
only at the last step to account for the spatial beam profile. Note that the 
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Fig. 14.1: Non-collinear phase matching for three-wave interaction. k(w) and k(Q - w) are 
the wave-vectors of the fundamental fields that form an angle ex with z axis. kSH(Q) is the 
wave-vector of the second-harmonic that intersects z axis at an angle f3. 
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constraint on focusing isn't necessarily always fulfilled. For example, very 
tight focusing using a l-cm lens in the situation described above reduces 
the length of the focal region to only 12 \-Lm, and, in this case, it would be 
impossible to disregard the dependence on transverse coordinates. 

We assume that the second-harmonic field is not absorbed in the nonlinear 
crystal, which is well justified even for single-cycle pulses. Absorption bands 
of the crystals that are transparent in the visible occur below "-'200 nm. If 
the central wavelength of a single-cycle pulse is 800 nm, the field of the SH 
components around 200 nm will be more than 1000 times smaller than the 
SH peak at 400 nm and can be safely ignored. We also require the SHG 
efficiency to be low enough to neglect depletion of the fundamental beams, 
so the system of two coupled equations describing the nonlinear interaction 
[54] will simplify to one. The equation that governs propagation of the second 
harmonic wave in the +z direction inside the crystal can be obtained directly 
from Maxwell's equations [55]: 

a2 a2 it a2 
-2 8SH (z, t) - eofJ,O-2 e(t - t')8SH (z, t') dt' = fJ,o-2 :p(2)(Z, t) 
az at -00 at 

(14.1) 
where 8SH (z, t) is the second harmonic field, fJ,oeo = Ijc2, e is the relative 
permittivity, and :p (2) (z, t) is the induced second-order dielectric polarization. 
In our analysis, we do not write 8SH (z, t) as the product of a slowly varying 
E(t) and exp(iwt), as we have elsewhere. Instead we Fourier-transform both 
8SH (z, t) and :p(2)(Z, t), obtaining a result equivalent of Eq. (14.1) in the 
frequency (Q) domain: 

a2 - 2 - 2 - (2) 
az2 8SH (z, Q) + kSH(Q)8sH(z, Q) = -fJ,oQ:P (z, Q) (14.2) 

where 8SH (z, Q) and j5(2)(Z, Q) are Fourier transforms of 8SH (z, t) and 
:p(2)(Z, t), respectively, Q is the frequency and kSH(Q) is the wave-vector 
of the second harmonic field: k§H(Q) = Q2eofJ,os(Q), with seQ) being the 
Fourier-transform of the relative permittivity e(t). 

In order to simplify the left part of Eq. (14.2), we write the second har­
monic field as a plane wave propagating along z axis (and ignore the complex 
conjugate): 

(14.3) 

Note that we've used a different font for the E in ESH(z, Q) to distinguish this 
complex spatia-temporal envelope of 8SH (z, t) from its complex temporal 
envelope, E(t), used elsewhere in this book. Substituting ESH(z, Q) into 
Eq. (14.2) yields: 

a - a2 -
2iksH(Q) az ESH(z, Q) + az2 ESH(z, Q) 

= _fJ,OQ2 j5(2) (z, Q) exp (-iksH(Q)z) (14.4) 
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So far we've made no simplifications concerning the pulse duration. Now we 
apply the slowly-varying amplitude approximation [55], i.e. 

(14.5) 

in order to omit the term a2EsH (z, o.)/az2. 
Note that the standard time-domain description of the signal wave propa­

gation results in a second-order differential equation, similar in its structure to 
our Eq. (14.4). Unlike Eq. (14.4), however, simplification of the time-domain 
expression requires a rejection of the second-order temporal derivative of the 
envelope, i.e., 

I 022 E(t)1 « 14JT ~E(t)1 
at Tper at (14.6) 

where Tper is the characteristic period of light oscillation. Such an approach 
implies the assumption of slow envelope variation vs. time. This condition is 
not fulfilled for pulses only a few cycles long, since the change of the envelope 
in one optical period is comparable to the magnitude of the envelope itself. 
Brabec and Krausz [56], who explored the time-domain approach for the 
propagation of near-single-cycle pulses, found that rejection of the second­
order derivative term is warranted when the phase and the group velocities 
of light are close to each other. On this point, we note that application of 
condition (14.5) to the frequency-domain Eq. (14.4) requires no assumptions 
on the change of the temporal envelope altogether. Therefore, condition (14.5) 
is safe for even single-cycle pulses, provided linear absorption is negligible 
on lengths comparable to the wavelength. The only remaining concern is 
the lowest frequencies, for which kSH becomes close to zero. However, the 
amplitude of the low-energy spectral wing is negligible even for single-cycle 
optical pulses and therefore can be disregarded. Consequently, Eq. (14.4) can 
be readily solved by integration over the crystal length L: 

- cf1,oo. 1L -2 E(L, 0.) = i ;p( )(z, 0.) exp( -kSH(o.)z)dz 
2nSH(o.) 0 

(14.7) 

where nSH(o.) = Je(o.) is the refractive index of the second harmonic. 
Now we calculate the second-order polarization j>(2)(Z, 0.). We assume 

that two fundamental fields cross in the xz plane at a small angle e 
(Fig. 14.1). Each beam's angle with the z-axis inside the crystal is then 
a(w) = arcsin Ln(w) sin e /2J ~ n(w)f) /2. The relative delay between the 
pulses is r. An additional delay for off-axis components of the beam due to the 
geometry can be expressed for a plane wave as r'(x) = xn(w) sina(w)/c = 
x sinao/c ~ xao/c for the beam propagating in +a direction, and r'(x) ~ 
-xao/c for the beam in -a direction. The electric fields in the frequency 
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domain are the Fourier transforms: 

- -
EI (w) = E(w) exp (iw(xao/c» 

- -
E2(w) = E(w) exp (iw( -xao/c - r» (14.8) 

In order to calculate the second-order dielectric polarization induced at fre­
quency Q by the two fundamental fields, we must sum over all possible 
permutations of fundamental frequencies: 

p(2)(z, Q) f X(2)(Q, w, Q - w)E 1 (w)E2(Q - w) dw 

= exp(iQ(r + xao/c» f X(2)(Q, w, Q - w)E(w)E(Q - w)x 

x exp[i(kz(w)z + kz(Q - w)z + w(r + 2xao/c))] dw (14.9) 

In Eq. 04.9) we've included the frequency-dependence of the nonlinear sus­
ceptibility X(2)(Q, w, Q - w), and we've represented the fundamental field 
analogously to Eq. (14.3). The electric field of the second harmonic therefore 
becomes: 

ESH(L, Q) 

= i exp(iQ(r + xao/c» X(2)(Q, w, Q - w)E(Q - w)E(w) c/-loQL f --
2n(Q) 

x exp0 t:lk(w, ~ - w)L + iw (r + 2xcao)) sinc (t:lk(W, ~ - W)L) dw 

04.10) 

where t:lk(w, Q - w) is the phase mismatch given by the equation: 

t:lk(w, Q - w) = k(w) cos(aonl (w» + k(Q - w) cos(aOn2(Q - w» 

- kSH(Q) cos ,B(w, Q - w) (14.11) 

with n 1 and n2 being the refractive indices of the fundamental waves, and 
,B(w, Q - w) being the angle between kSH(Q) and the z axis inside the crys­
tal. The appearance of this angle can be easily understood from Fig. 14.1. 
The momentum conservation law determines the direction of emitted second 
harmonic field: 

k(w) + k(Q - w) = kSH(Q) (14.12) 

where k(w) and k(Q - w) are the wave-vectors of the incident fundamental 
waves. In the case k(w) i- k(Q - w), ,B is non-zero and can be found from 
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the following equation: * 

. . k(W)nl (W) - k(Q - W)n2(Q - W) 
smf3(w, Q - W) = smaO------------ (14.13) 

kSH(Q) 

Since f3 is of the same order as the intersection angle, the correction 
cos f3(w, Q-w) is required only in the ~kexpression (Eq. (14.11». Elsewhere 
this correction can be dropped. 

The values of the wave-vectors and refractive indices in Eqs. (14.11) 
and (14.13) depend on the actual polarization of the three interacting waves. 
For Type I we obtain: 

~k(w, Q - w) = ko(w) cos(aono(w» + ko(Q - w) cos(aono(Q - w» 

- kE(Q) cos f3(w, Q - w) (14.14) 

and for Type II: 

~k(w, Q - w) = kE(w) cos(aOnE(w» + ko(Q - w) cos(aono(Q - w» 

- kE(Q) cos f3(w, Q - w) (14.15) 

Indices 0 and E indicate ordinary and extraordinary waves, respectively. 
To calculate the total FROG signal, we integrate the signal intensity: 

nSH(Q) \- \2 SSHG(L, Q) = 80 c ESH(L, Q) (14.16) 

over the transverse coordinates x and y. Hence, for the second-harmonic 
signal detected in FROG we obtain: 

_ Q2L2Q(Q) 3/2/ ( (x)2) Imeas(Q, r, L) - 3 [ln2] exp - 4ln2 -
2c 80nSH(Q) do 

x 11$1 X(2)(Q, W, Q - w)E(Q - w)E(w) 

x exp (i ~k(w, ~ - w)L + iw (r + 2xcao)) 

. (~k(W,Q-W)L)d 1
2 d (14.17) xsmc 2 w x 

In Eq. (14.17), Q(Q) is the spectral sensitivity of the photo-detector, and the 
transverse beam profile is assumed Gaussian with the FWHM diameter of do. 

* In fact, if the second harmonic is an extraordinary wave, the magnitude of kSH(Q) in 
Eq. (14.l3) is a function of f3(w, Q - w). The problem of finding the exact values of both 
kSH(Q) and f3(w, Q - w) could be easily solved by employing the relations of crystal optics 
and Eq. (14.13). However, Eq. (14.13) alone gives an excellent approximation for f3(w, Q - w) 
if one chooses kSH(Q)lti=o. 
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We've limited our discussion to the case of low-efficiency SHG, i.e. when 
the depletion of the fundamental waves can be disregarded-and where useful 
pulse measurements must be performed. In the high conversion efficiency 
regime, additional effects play an important role, distorting the trace in both 
Type I [57] and Type II crystals [58,59]. 

Another important example of undesirable distortions in the high­
conversion-efficiency regime is nonlinear (two-photon) absorption of the 
frequency-doubled radiation inside the SHG crystal [60]. Fortunately, at the 
miniscule crystal thicknesses necessary for measuring such short pulses, these 
effects are not usually a problem. 

To conclude this section, we wish to emphasize the many advantages of 
the frequency-domain-vs. the time-domain-approach to the wave equa­
tion Eq. (14.1) in the single-cycle regime. The frequency representation 
allows us to automatically include dispersive broadening of both fundamen­
tal and second-harmonic pulses, as well as their group-velocity mismatch, 
frequency-dependence of the nonlinear susceptibility, frequency-dependent 
spatial profiles of the beams, and the blue shift of the second-harmonic spec­
trum (analogous to self-steepening in fibers [61]). Also, we've only had to 
make a single approximation (Eq. (14.5)), which itself is easily avoidable in 
computer simulations. A similar frequency-domain approach to ultrashort­
pulse propagation in optical fibers [62] helped solve a long-standing question 
of the magnitude of the shock term [61,63]. 

Ultimate Temporal Resolution of SHG FROG 

For arbitrary pulses, the complete expression for the SHG FROG signal 
(Eq. (14.17)) must be computed numerically. However, for linearly-chirped 
Gaussian pulses, Eq. (14.17) can be evaluated analytically. 

With such a result, we can study such effects as geometrical delay smear­
ing, as discussed in Chapter 7. Recall that this distortion occurs because, 
with crossed beams, the relative delay varies across the beam. As discussed 
in Chapter 7, this transverse geometrical smearing effect allows single-shot 
measurement [64]. Indeed, in Chapter 7, we saw that performing a single-shot 
SHG FROG measurement actually took advantage ofthis effect and effectively 
removed all geometrical smearing from the FROG trace--even when a pulse 
has near-single-cycle length. However, as multi-shot measurements of such 
pulses are common, we restrict our attention to the multi-shot case, where 
geometrical smearing can, in principle, be an issue. 

As can be seen from Eq. (14.17) the dependence on the transverse coordinate 
x yields a range of delays across the beam simultaneously, which broadens the 
FROG trace along its delay axis. As in Taft, et al. [11], we assume Gaussian­
intensity pulses and, under perfect phase-matching conditions, we find that 
geometrical smearing yields an SHG FROG trace that's temporally wider that 



FROG in the Single-Cycle Regime 267 

it should be. We find that the measured pulse duration Tmeas is longer: 

(14.18) 

where T p is the true pulse width, and ~ T is the delay smear parameter: 

~T = ed/2c (14.19) 

where d is the beam diameter in the crystal, and e the intersection angle of the 
fundamental beams. Notice that ~ T is actually a factor of 2 smaller than the 
result we obtained in Chapter 7 using a simple, but approximate, approach, 
neglecting order-unity factors. 

We consider the best-case scenario of the two input Gaussian beams 
separated by their input diameter di on the focusing optic. In this case the inter­
section angle e = di / f, and the beam diameter in the focal plane d = f'A / rr di , 

where f is the focal length of the focusing optic. Thus, at 'A = 800 nm, the 
resulting delay smearing amounts to only ~ T = 'A2rr c = 0.4 fs. This value 
represents the ultimate resolution of pulse measurement in a non-collinear 
geometry, and it is quite good, allowing the accurate measurement of even 
a single-cycle pulse. Recall from chapter 7 that, furthermore, this result is 
independent of the focusing optic, angle, and beam diameters. The tempo­
ral resolution deteriorates, however, if the beams are other than Gaussian: 
for beams with a rectangular spatial profile, the resulting temporal resolution 
worsens to 0.7 fs. 

The temporal resolution can be improved further by filtering out signal 
light of the wrong delay with a narrow slit behind the nonlinear medium, or, 
better, by imaging the nonlinear medium onto a slit (like the entrance slit of a 
spectrometer in a FROG), as discussed in Chapter 7 [65]. It's also possible to 
use a collinear geometry [66-69]. Still better, single-shot SHG FROG avoids 
this effect entirely. 

Approximate Expression for the SHG FROG Signal 

In this section, we obtain a simplified expression for SHG FROG accurate 
even for single-cycle pulses. We show that, remarkably, the measured signal 
can be simply described by an ideal, i.e. perfectly phase-matched, SHG FROG 
trace multiplied by a spectral filter. In other words, the measured SHG FROG 
trace can simply be divided by this spectral filter, and the standard SHG 
FROG algorithm will yield the pulse field. 

In order to simplify Eq. (14.17), we make several reasonable approxima­
tions. First, as was shown in the previous Section, using a carefully chosen 
beam geometry (with a small crossing angle), the effect of geometrical smear­
ing is negligibly small. For instance, it causes only a 10% error in the duration 
measurement of a 3-fs pulse and hence can be safely neglected for all pulses 
that have been created at the time of this writing. With such an approximation, 
the integral along x in Eq. (14.17) can be performed analytically. Second, we 
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expand ko(w) and ko(Q - w) in a Taylor series around w = Q/2 and keep 
the terms that are linear with frequency.* Hence, for Type I phase-matching 
we write: 

Ilk(w, Q - w) ~ 2ko(Q/2) cos(8/2no(Q/2)) - kE(Q) 

= Ilk(Q/2, Q/2) (14.20) 

Third, we estimate the dispersion of the second harmonic and calculate 
the second-order susceptibility X(2)(Q, w, Q - w) using the dispersion 
of the refractive index. For a classical inharmonic oscillator model [54], 
X (2) (Q, w, Q - w) ex: X (1) (Q) X (1) (w) X (Q - w), where the first-order sus­
ceptibility, X(l)(Q) = n2(Q) - 1. Equation (14.17) can now be decomposed 
into a product of the spectral filter R(Q), which originates from the finite 
conversion bandwidth of the second harmonic crystal and varying detector 
sensitivity, and an ideal FROG signal I~gG(Q, r): 

(14.21) 

where 

(14.22) 

and 

R(Q) 

= Q(Q)~ [(n~(Q) - 1)(n~(Q/2) _ 1)2]2sinc2(llk(Q/2, Q/2)L) 
nE(Q) 2 

(14.23) 

In Eqs. (14.21-14.23) we've kept only terms that are Q-dependent. 
The FROG signal given by Eq. (14.22) is the well-known definition of 

SHG FROG [16,20,42] written in the frequency domain (see Chapter 5). 
The same formula is also used in existing FROG retrieval algorithms. Note 
that, alternatively, the complete Eq. (14.17) can be readily implemented in 
the algorithm based on the method of generalized projections [71]. However, 
relation (14.21) is better numerically because the integral Eq. (14.22) takes the 
form of an autoconvolution in the time domain and can be rapidly computed 
via a Fast Fourier Transform [72]. It is also importantthat the use ofEq. (14.21) 
permits a direct check of FROG marginals to validate experimental data (see 
Chapter 10). 

• Alternatively, one can perfonu a Taylor expansion around the central frequency of the fun­
damental pulse w = Wo [24,49,70]. However, in this case, the first derivative tenus don't 
cancel each other and must be retained. Our simulations also prove that the expansion around 
w = Q /2 provides a better approximation for broadband pulses. 
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Fig. 14.2: Constituent tenns of the spectral filter R(Q), given by Eq. (14.23): the Q3 

dependence (dotted line), estimated squared magnitude of second-order susceptibility X(2) 

(dash-dotted line), the crystal phase-matching curve for a Type I lO-lLm BBO crystal cut at 
e = 29° (dashed line), and their product (solid curve). The second-harmonic spectrum of a 
3-fs Gaussian pulse is shown for comparison (shaded contour). 

The spectral filter R(Q), given by Eq. (14.23), is a product of several factors 
(Fig. 14.2). The Q2-dependence follows directly from Maxwell's equations. 
The meaning of this factor is that higher frequency components are more 
efficiently generated than lower frequency ones. It has been shown that in some 
cases it's appropriate to include an additional Q-dependence that accounts for 
the difference in the efficiency of generation of various SH components as a 
result of spatial overlap of the fundamental spectral components [51,73]. In 
other words, this extra Q-term originates from a frequency-dependent beam 
waist as a consequence of pulse propagation and focusing into the SH crystal. 
The combined dependence of the FROG signal on the signal frequency in 
such a case is Q3. This situation is applicable, for instance, for relatively short 
(several mm or less) pieces of a single-mode fiber [51,73]. In other cases, 
such as the output of a hollow fiber [70,74] or of a Kerr-lens mode-locked 
laser [75], where the distribution of the beam waist size of the fundamental 
beam in the SH crystal does not change appreciably with wavelength, the 
additional Q-term can be disregarded. To bring our theoretical considerations 
into accordance with the experimental results of the fiber-compressed-pulse 
FROG characterization, which will be presented later, we include the effect 
the spatial overlap in our numerical calculations and use the combined Q3 
dependence. As can be seen from Fig. 14.2, the Q3-term (dotted curve) leads 
to a substantial distortion of the second-harmonic spectrum of ultrabroadband 
pulses. For instance, due to this factor alone, the up-conversion efficiency of 
a spectral component at 600 nm is 4.5 times higher than of a 1000-nm one. 

The variation of the second-order susceptibility with frequency (dash­
dotted curve), expressed in Eq. (14.23) as the dependence on the refractive 
indices, plays a much smaller role than the Q3 factor (dotted curve). For 
example, for a BBO crystal, the squared magnitude of X (2) for the 600-nm 
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component of the fundamental wave is only 1.3 times larger than for the 
1000-nm component. Such a virtually flat second-order response over such 
an immense bandwidth is a good indication of the almost instantaneous nature 
of X (2) in transparent crystals. Nonetheless, the contribution of the X (2) dis­
persion would affect the measurement of pulses with spectra that are hundreds 
of nanometers wide. 

The last factor contributing to R(Q) is the phase-matching curve of the 
SHG crystal (Fig. 14.2, dashed line). The shape and the bandwidth of this 
curve depend on the thickness, orientation, and type of the crystaL 

Numerical Simulations 

In this section we verify the approximations we used to derive Eqs. (14.21-
14.23). In order to do so, we numerically generate FROG traces of various 
pulses using the complete expression, Eq. (14.17), and compare them with 
the ideal FROG traces calculated according to Eq. (14.22). To examine con­
tributions of different factors to pulse retrieval, we compare FROG inversion 
results with the input pulses. 

We consider two types of pulses with central wavelength 800nm: (1) a 
bandwidth-limited 3-fs Gaussian pulse, and (2) a pulse with the same band­
width that is linearly chirped to 26 fs. We assume that the fundamental beam 
diameter in the focus is d = 20 f-Lm and the beams intersect at () = 20 • 

Therefore, the geometrical delay smearing that was defined in section 2.2 
(Eq. 14.19)) amounts to ~r = 1.2fs. The thickness of the Type I BBO is 
L = 10 f-Lm. As we pointed out earlier, such a short crysta11engthens the 
pulse <0.1 fs, and, therefore, dispersive pulse broadening inside the crystal 
can be disregarded. The crystal is oriented for the peak conversion efficiency 
at 700 nm *. The spectral sensitivity of the light detector Q (Q) is set to unity. 

The results of FROG simulations for each type of pulse are shown in 
Figs. 14.3 and 14.4. The ideal traces, calculated according to Eq. (14.22), are 
shown in Figs. 14.3a and 14.4a, while the traces computed using Eq. (14.17) 
are displayed in Figs. 14.3b and 14.4b. The FROG trace of the 3-fs pulse is 
noticeably extended along the delay axis due to geometrical smearing from the 
choice of an excessively large beam angle. For the 26-fs pulse, however, this 
effect is negligible because this pulse is so much longer. The spectral filtering 
occurring in the crystal becomes apparent from the comparison of the spectral 
marginals that are depicted in Figs. 14.3d and 14.4d. Calculated marginals are 
asymmetric and substantially shifted toward shorter wavelengths. 

• The phase-matching angle is slightly affected by the non-collinear geometry. Due to the fact 
that the fundamental beams intersect at an angle e, the equivalent phase-matching angle is 
different from that in the case of collinear SHG: E> = E>collinear + e /2n, where n is the refractive 
index of the fundamental wave at the phase-matching wavelength. For instance, the 800-nm 
phase-matched cut of a BBO crystal for e = 2° becomes E> = 29.6° instead of E>collinear = 29° 
for collinear SHG. This fact should be kept in mind because the phase-matching curve is quite 
sensitive to the precise orientation of the crystal. 



FROG in the Single-Cycle Regime 271 

700 
(a) 

700 
(b) 

.-. 600 .-.600 

], 500 ]. 500 

~ t 
§ 400 § 400 
'0 ~ 
;:- :> 
'" .. 
it ::: 
~ 300 :I: 300 <Il 

--6 0 6 --6 0 6 
Delay [fs] Dela [fs] 

I 
\--R(Q) (c) { (d) 

>. 4,-- fs 
~ 
.2 ! .... ~ - -\,-' t-r2.3 fs 
0 i" '. ~ : i \ ---.. t"':4.6 f: .2:-

I •• ' \ " 9f: '@ ~ '/. ' - .. -."F±6. S 
0 '" "\ ~ '0 . , , .s 
~ , \ . 
i?i 

, , , . 
8 . " .... 

300 400 SOO 600 300 400 SOO 600 
H wavelength [run) SH wavelength [run) 

Fig. 14.3: Simulations of the SHG FROG trace for an ideal 3-fs Gaussian pulse for Type I 
phase-matching. (a) ideal FROG trace, as given by Eq. (14.22). (b) complete FROG trace 
as given by Eq. (14.17). (c) spectral filter curve R(Q) computed according to Eq. (14.23) 
(shaded contour) and the ratio of FROG traces given in (b) and (a) at several delays (broken 
curves). (d) spectral marginal of the traces shown in (b) (solid curve) and autoconvolution of 
the fundamental spectrum (dashed curve). The FROG traces here and further on are shown as 
density plots with overlaid contour lines at the values 0.01, 0.02, 0.05, 0.1, 0.2, 004, and 0.8 of 
the peak second harmonic intensity. 

By computing the ratio of the FROG signals given by Eq. (14.22) and 
Eq. (14.17) we obtain delay-dependent conversion efficiency, as shown in 
Figs. 14.3c and 14.4c. The spectral filter R(Q), calculated according to 
Eq. (14.23), is shown as shaded contours. Clearly, at the small delays, the con­
version efficiency is almost exactly described by R (Q). As the delay increases, 
the approximation given by Eq. (14.23) worsens, as both the conversion peak 
position and the magnitude change. The rapid ratio scaling at non-zero delays 
for the 3-fs pulse (broken curves in Fig. 14.3c) is mostly determined by geo­
metrical smearing rather than by phase matching, as in the case of the chirped 
pulse (Fig. 14.4c). On the other hand, the deviations from R(Q) at longer 
delays become unimportant because the signal decreases for large delays. 

To estimate the significance of the spectral correction in distorted FROG 
traces and to determine the feasibility of performing it in the case of extreme 
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Fig. 14.4: Simulation of the SHG FROG trace for a linearly-chirped 26-fs Gaussian pulse. 
The conditions are the same as in Fig. 14.3. (a) ideal FROG trace, as given by Eq. (14.22). 
(b) complete FROG trace as given by Eq. (14.17). (c) spectral filter curve R(Q) computed 
according to Eq. (14.23) (shaded contour) and the ratio of FROG traces given in (b) and (a) at 
several delays (broken curves). (d) spectral marginal of the traces shown in (b) (solid curve) 
and autoconvolution of the fundamental spectrum (dashed curve). 

bandwidths, we examined FROG inversion results of the numerically gen­
erated traces using the commercially available program from Femtosoft 
Technologies. We considered four different cases for each type of pulse: (a) 
ideal phase-matching (zero-thickness crystal); (b) a 10-j.Lm BBO crystal with 
the parameters defined above; (c) the trace generated in case (b) but corrected 
by R(O); and, last, (d) the trace generated in case (c), but with geometrical 
smearing included as well. The results of the FROG inversion of the cases 
(a)-(d) are shown in Fig. 14.5. 

In case (a), the 0 3 dependence is exclusively responsible for the spectral 
filtering that substantially shifts the whole FROG trace along the frequency 
axis. Both the bandwidth-limited and the chirped Gaussian pulses converged 
excellently to their input fields, but around a blue-shifted central frequency. In 
(b), where the phase-matching of a 1 O-j.Lm BBO crystal is taken into account as 
well, the central wavelength is even more blue-shifted due to spectral filtering 
in the crystal. A small phase distortion is obtained for both types of pulses. 
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Fig. 14.5: Retrieved pulse parameters in the time and frequency domains for various simulated 
FROG traces. (a) perfectly phase-matched crystal, no geometrical smearing. (b) Type I lO-lJ,m 
BBO crystal cut at e = 33.4°, no geometrical smearing. (c) same as in (b), the FROG trace 
is corrected according to Eq. (14.23). (d) same as in (c) but with the geometrical smearing 
included. Dashed curves correspond to initial fields, while solid curves are obtained by FROG 
retrieval. 

The retrieved 3-fs pulse is also artificially lengthened to ",,3.4 fs to match 
the bandwidth narrowed by the spectral filtering in the crystal. The results 
of FROG retrieval of the same trace upon the correction by R(Q) (case (c)) 
indicate an excellent recovery of both the bandwidth-limited and the chirped 
pulses. 

Finally, in case (d) the geometrical smearing had a negligible effect on 
the 26-fs pulse. However, the FROG retrieval of the shorter pulse converged 
to a linearly chirped 3.3-fs Gaussian pulse. This should be expected, since 
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the FROG trace broadens in time and remains Gaussian, while the spectral 
bandwidth is not affected. In principle, like the spectral correction R(Q), 
correction for the temporal smearing should also be feasible. It can be imple­
mented directly in the FROG inversion algorithm by temporal averaging of 
the guessed trace, produced in every iteration, prior to computing the FROG 
error. 

Several important conclusions can be drawn from these simulations. First, 
they confirm the correctness of approximations used to obtain Eqs. (14.21-
14.23). Therefore, the spectral correction given by R(Q) is satisfactory even 
in the case of single-cycle pulses, provided the crystal length and orientation 
permits maintaining a certain, though not necessarily high, level of conversion 
over the entire bandwidth of the pulse. Second, geometrical time-smearing 
does not greatly affect the retrieved pulses if the experimental geometry is 
carefully chosen. Third, the unmodified version of the FROG algorithm can 
be readily applied even to the shortest pulses. Fourth, it is often possible 
to closely reproduce the pulse parameters by FROG-inversion of a spectrally 
filtered trace without any spectral correction [70]. However, such traces rather 
correspond to similar pulses shifted in frequency than to the original pulses 
for which they were obtained. 

In order to quantify the distortions that are introduced into the SHG FROG 
traces by the phase-matching and the non-collinear geometry and that cannot 
be removed by the R(Q)-correction, we compute the systematic error as rms 
average of the difference between the actual corrected FROG trace and the 
ideal trace. Given the fonn of the FROG error [21], the systematic error can 
be defined as follows: 

1 SHG /(Q i , rj, L) 
N 1 12 G - - / Q. r· -

- N i~l FROG ( I, J) J.L R(Q) (14.24) 

where /~gG(Q, r) and R(Q) are given by Eq. (14.22) and Eq. (14.23), and 
/ (Q, r, L) is computed according to Eq. (14.17). The parameter J.L is a scaling 
factor necessary to obtain the lowest value of G. The dependence of G on 
the duration of a bandwidth-limited pulse for the 128 x 128 FROG matrix 
that has optimal sampling along the delay and frequency axes is presented 
in Fig. 14.6. As can be seen, the systematic error for "-'5-fs pulses becomes 
comparable with the typical achievable experimental SHG FROG error. It 
also should be noted, that the contribution of geometrical smearing is about 
equal to or higher than that due to the spectral distortions remaining after the 
spectral correction. 

The systematic error should not be confused with the ultimate error achiev­
able by the FROG inversion algorithm. Frequently, as, for instance, in the 
case of linearly-chirped Gaussian pulses measured in the presence of geomet­
rical smearing, it means that the FROG trace continues to exactly correspond 
to a pulse, but to a different one. However, for an arbitrary pulse of "-'3 fs 
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Fig. 14.6: Dependence of the systematic FROG trace error on the pulse duration. FROG matrix 
size is 128 x 128. The dotted curve corresponds the trace after the spectral correction given by 
Eq. (14.23). The error due to geometrical smearing of a perfectly phase-matched trace is shown 
as a dashed curve, while the error of a spectrally corrected and geometrically smeared FROG 
is given by the solid curve. The parameters of the crystal and of the geometrical smearing are 
the same as above. The central wavelength of the pulse is kept at 800 nm. 

in duration it is likely that the FROG retrieval error will increase due to the 
systematic error. 

Type II Phase Matching 

So far, we've limited our consideration to Type I phase-matching. In 
this section we briefly discuss the use of Type II phase-matching to the 
measurement of ultrashort laser pulses. 

In Type II the two fundamental wave polarizations are orthogonal, i.e. one 
ordinary and one extraordinary. This allows use of a collinear SHG FROG 
geometry, which is free of geometrical smearing [67,68]. The FROG traces 
generated in this arrangement don't contain optical fringes associated with 
the fringe-resolved autocorrelation (FRAC) and, therefore, can be processed 
using the existing SHG FROG algorithms. 

However, the group velocities of the two fundamental pulses in a Type II 
crystal are typically quite different, a fact that has several important implica­
tions. First, the second-harmonic signal is no longer a symmetric function of 
the time delay [49]. Second, because the faster traveling fundamental pulse 
can catch up and pass the slower one, some broadening of the second-harmonic 
signal along the delay axis can occur [49]. 

In order to check the applicability of collinear Type II SHG FROG for 
conditions comparable to those discussed above for Type I phase matching, 
we describe numerical simulations identical to those in the previous section. 
The same pulses were used, i.e., the bandwidth-limited 3-fs pulse at 800 nm 
and the pulse with the same bandwidth stretched to 26 fs. The thickness of the 
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Fig. 14.7: Simulation of SHG FROG traces for an ideal 3-fs Gaussian pulse for Type II 
phase-matching. (a) ideal FROG trace, as given by Eq. (14.22). (b) complete FROG trace 
as given by Eq. (14.17). (c) spectral filter curve R(Q) computed according to Eq. (14.23) 
(shaded contour) and the ratio of FROG traces given in (b) and (a) at several delays (broken 
curves). (d) spectral marginal of the traces shown in (b) (solid curve) and autoconvolution of 
the fundamental spectrum (dashed curve). 

Type II BBO is L = 10 ILm, and the crystal is oriented for peak conversion 
efficiency at 700 nm (e = 45°). The expression for the spectral filter, adapted 
for Type II, is given by: 

(14.25) 

wbere the phase mismatch * is 

tlk (~, ~) = ko (~) + kE (~) - kE(Q) (14.26) 

FROG simulations are shown in Figs. 14.7 and 14.8. The FROG trace of 
the 3-fs pulse (Fig. 14.7b) is practically symmetrical along the delay axis. 

* Unlike in the case of Type I phase-matching, the first derivative terms do not cancel each 
other but they have been disregarded anyway. 
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Fig. 14.8: Simulation of SHG FROG traces for a linearly-chirped 26-fs Gaussian pulse_ The 
conditions are the same as in Fig. 14.7. (a) ideal FROG trace, as given by Eq. (14.22). (b) 
complete FROG trace as given by Eq. (14.17). (c) spectral filter curve R(Q) computed according 
to Eq. (14.23) (shaded contour) and the ratio of FROG traces given in (b) and (a) at several 
delays (broken curves). (d) spectral marginal of the traces shown in (b) (solid curve) and 
autoconvolution of the fundamental spectrum (dashed curve). Note the skewness ofthe FROG 
trace in (b). 

However, despite the lack of geometrical smearing, temporal walk-off has 
broadened it along the delay axis. Consequently, the FROG inversion of this 
trace after the spectral correction yields a longer ""3.3-fs pulse. 

The magnitude of this temporal distortion is similar to the geometrical 
smearing discussed in the previous section. The trace of the chirped pulse, 
produced under the same conditions (Fig. 14.7), is more severely distorted 
than that of the bandwidth-limited pulse_ The straightforward use of this trace 
is not possible due to its strong asymmetry. 

As in Type I, the conversion efficiency, obtained as a ratio of the ideal 
and simulated FROG traces, continues to correspond nicely the spectral filter 
R (Q) (Figs. 14.7 c and 14.8c, shaded contours) at near-zero delays. Conversion 
efficiency at other delays, however, sharply depends on the sign of the delay 
T. Similar to Type I phase-matching, the frequency marginals (Figs. 14.7d 
and 14.8d) are substantially blue-shifted. It is also apparent from Figs. 14.7c 
and 14.8c that the phase-matching bandwidth in this case is somewhat broader 
than in the analogous Type I crystal. 
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We conclude that Type II SHG FROG offers no enhancement in temporal 
resolution and is actually less versatile than non-collinear Type I phase­
matching for pulse measurement. Also, collinear Type II SHG FROG is 
experimentally more complex than Type I SHG FROG. However, for some 
applications such as confocal microscopy, where the implementation of a non­
collinear geometry isn't practical due to the high numerical aperture of the 
focusing optics, the use of Type-II-based FROG is quite promising [67,68]. 
Recently, it has been demonstrated that Type II SHG FROG can successfully 
measure even sub-lO-fs pulses, provided a relatively low-dispersion crystal 
(such as ADP) is used [69]. 

Spatial Filtering of the Second-Harmonic Beam 

Earlier, we mentioned that transverse geometrical smearing in multi-shot 
FROG, although typically small already, can be further suppressed by placing 
a slit at the nonlinear medium or, better, by imaging the nonlinear medium 
onto a slit, such as the entrance slit of the spectrometer that the signal beam 
must enter anyway. It's easy to see that proper imaging of the signal beam 
from the nonlinear medium to the spectrometer entrance slit accomplishes two 
desirable feats simultaneously. First, it maps delay at the nonlinear medium, 
which varies transversely across the medium, to the plane of the slit with 
delay now varying across the slit. Closing down the slit thus removes the 
signal light from the outer regions (i.e., those with the smallest and largest 
delays and hence that deviate the most from the desired delay value), yielding 
a detected signal with a smaller range of delays and hence less geometrical 
smearing. Second, as is always true in imaging, all signal beam angles are 
collected at the slit. 

These observations are important because another effect that occurs for very 
broadband and chirped pulses is that the signal beam angle can vary during 
the pulse for some values of the delay (see Fig. 14.9). If the red component 
of one beam coincides with the blue component of the other, the signal beam 
will tilt away from its mean direction. Fortunately, this in no way distorts the 
FROG trace if imaging onto a slit occurs. Indeed, this angular variation could 
be allowed to occur perpendicular to the dispersion plane of the spectrometer 
to avoid any slightly erroneous spectral measurements due to the varying 
spectrometer input beam angle. 

If, due to poor experimental design, some cropping of the signal beam angle 
range occurs, distortions could occur. However, it should be emphasized that 
this should not occur in most geometries. And it is easy to actually see whether 
the signal beam is being cropped in practice. 

Alternatively, use of a single-shot SHG FROG geometry, which uses the 
transverse geometrical delay variation to achieve single-shot performance and 
inherently involves such imaging, also nicely solves this problem. Indeed, 
single-shot SHG FROG also naturally restricts all angular variations in the 
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Fig. 14.9: Delay-dependent change of the second-harmonic direction in the case of a chirped 
pulse. 

signal beam to the plane perpendicular to the spectrometer's resolution, 
conveniently avoiding potential errors in the required spectral measurements. 

Third-Order FROG Characterization of Near-Single-Cycle Pulses 

In this section, we'll analyze the class of FROG techniques that use third­
order optical nonlinearities. We'll consider the same issues that we did for 
SHG FROG. However, the extra of input field in a X (3)-based FROG measure­
ment inevitably involves greater complexity of the formalism and a greater 
number of experimental parameters, so careful optimization is necessary. 

The Formalism 

We consider a non-collinear geometry in which three beams Ei(z, t) (i = 
1- 3) intersect at small angles in a nonlinear medium (Fig. 14.10). The corre­
sponding geometries for two third-order geometries are shown in Figs. 14.10b 
and 14.10c. The self-diffraction (SD, Fig. 14.10b) and transient grating (TG, 
Fig. 14.10c) signals are equivalent to the two- and three-pulse stimulated 
photon-echo signals originating from the systems with phase memory­
common spectroscopic experiments that would potentially be modified to 
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Fig. 14.10: (a) Schematic representation of the pulse sequence in a three-pulse nonlinear 
spectroscopic experiment. E1,2,3 are the input fields, and E4 is the signal due to the third-order 
nonlinear process. t12 and t23 are the delay between pulses E] - E2 and E2 - E3, respectively. 
(b) Self-diffraction (two-pulse photon echo) configuration. Two conjugated signal are emitted 
in the directions k4 and k~ . (c) Transient grating in a "box" geometry. 

yield FROG apparatuses that measure the pulse at the sample medium, as 
discussed in Chapter 11. 

As before, the focusing conditions of the beams are chosen with the confocal 
parameter [54] and the longitudinal beam overlap considerably longer than 
the interaction length. We also neglect absorption in the nonlinear medium 
and assume a purely third-order nonlinear response. The input beams then 
induce a third-order nonlinear polarization p(3)(z, t) that serves as a source 
for the signal field E4 (z, t). The approach used here is similar to our treatment 
ofthe second-order nonlinear polarization (see Eqs. 14.2-14.9). Analogously 
to the derivation of Eqs. 14.7 and 14.9, for both p(3)(z, t) and E4 (z, t) written 
as a Fourier superposition of monochromatic waves, we obtain: 

(14.27) 

where n4(Q) is the refractive index for the signal wave and L is the thickness 
of the nonlinear medium. 

In order to calculate the third-order dielectric polarization induced at 
frequency Q by the fundamental fields, we must sum over all possible per­
mutations of fundamental frequencies weighted according to the third-order 
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susceptibility [78]: 

- (3) - If I II - (3) ( I I II ) E-* I P (z, Q) - dw dw X Weg - W ,W - W , -weg + Q 1 (Z, W ) 

x E2(z, w")E3(z, Q - W" + Wi) 

X exp [i( -k1z(w' ) + k2z(WI!) + k3z(Q - w" + w'))z] 

x exp [ -iwl! t12 - i(Q - wI! + Wi) (t12 + t23)] (14.28) 

where Ei(z, Wi) is the Fourier transform of Ei(z, t). AnalogouslytoEq. (14.3), 
the phase accumulated as the result of linear propagation is separated into a 
separate oscillating term. In Eq. (14.28), t12 and t23 are the delays between 
pulses El and E2, and between E2 and E3, respectively. In the SD case 
(Fig. 14. lOb) t23 is set to zero, and t12 is scanned, while in the TG experiment 
(Fig. 14.lOc) t12 = 0 and t23 is scanned. Representation of the frequency­
dependent third-order nonlinear susceptibility, X (3) (weg - Wi, Wi - wI!, -weg + 
Q), is based on the interaction of the input fields with an electronic transition 
with the frequency Weg. The inclusion of the third-order susceptibility due to 
Raman and two-photon processes is also straightforward. 

To calculate the signal field, one should integrate the signal intensity over 
the longitudinal coordinate z according to Eq. (14.27). This can be performed 
analytically in the case of a nonlinear process with a low efficiency (E 1,2,3 = 
const): 

E4(Q, t12, t23) 

_.CJ.LoQLff d 'd 11-(3)( I I /I n) 
- 1 W W X Weg - w, w - w ,-weg + ~~ 

2n4(Q) 

x E7(w')E2(w")E3 (Q - w" + Wi) sinc (~kz(Q, Wi, Wll)~) 

[ . k (n , ") L . II • (n II ') ( )] x exp l~ z ~~, W ,w "2 - IW t12 - 1 ~, - W + w t12 + t23 

(14.29) 

The phase mismatch 

~kz(Q, w', wI!) = -k1z(w') + k2z(W") + k3z(Q - wI! + w') - k4z(Q) 
(14.30) 

must be calculated for each geometry in Fig. 14. lOb and c. 
The FROG trace registered by a quadratic detector is written as 

(14.31) 
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where Q(Q) is the spectral sensitivity of the monochromator-detector combi­
nation. To obtain a FROG trace, one of the two delay arguments in Eq. (14.31) 
should be set to zero. t12 = 0 corresponds to a PG FROG trace, and t23 = 0 
to an SD FROG trace. 

Equation (14.29), which constitutes the basis of the numerical simulations 
presented below, is the master equation, valid even for single-cycle optical 
pulses. Analogously to the case of SHG FROG (see Eq. (14.17», the frequency 
representation allows us to include in a self-consistent way dispersive broad­
ening of interacting pulses and the frequency-dependence of the nonlinear 
susceptibility. In addition, we avoid the introduction of the carrier frequency 
[79] the definition of which actually becomes confusing for a few-cycle pulses! 
We also draw attention to the Q term in front of the integral, which follows 
directly from Maxwell's equations and reflects the fact that higher frequencies 
are generated more efficiently. It is this term that is responsible for the effect 
of self-steepening of the pulses propagating in optical fibers [61]. 

Ultimate Temporal Resolution of SD and TG Experiments 

In this section, we address transverse geometrical delay smearing in third­
order FROG geometries. As in our previous treatment of this effect for multi­
shot SHG FROG, we evaluate the role of transverse geometrical smearing on 
the widths of SD and TG FROG traces. 

We should point out that single-shot third-order FROG geometries, like 
single-shot SHG FROG, deliberately use a large beam angle and spatially 
resolve the signal beam vs. the transverse co-ordinate, x, and hence tum geo­
metrical delay smearing into a beneficial technique. Thus, as discussed in 
Chapter 7, single-shot third-order geometries also are immune to transverse 
geometrical smearing. They are, however, potentially prone to longitudi­
nal geometrical smearing, in which the delay varies along the signal beam 
(the z-direction) because the signal beam propagates along a direction other 
than the bisector of the input beams. Fortunately, for the extremely thin 
samples considered for single-cycle pulses, this effect is also negligible. 
Recalling that the longitudinal geometrical smearing time (see Chapter 7) 
is given by .6. T\ong ~ L()2/2c, which for () = 10 and L = lOj.tm, is only 4 
attoseconds. Thus, as in single-shot SHG FROG, all geometrical-smearing 
effects in single-shot third-order FROG measurements are negligible or non­
existent. However, since multi-shot third-order measurements are common, 
we consider the transverse geometrical smearing. 

For arbitrary pulses and beam profiles, the shapes of the resulting traces 
should be computed numerically by integrating Eq. (14.31) over each trans­
verse component of the beam. For linearly chirped Gaussian pulses with a 
Gaussian spatial profile, however, these traces can be calculated analytically. 
Assuming that the nonlinear response of the medium is instantaneous (i.e. 
X(3) = const) and .6.k = 0, we can obtain the width of the ideal SD or TG 
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traces from the conventional expression [22]: 

[ (3)ideal(r'I ) I If d 'd "E-*( ')E- ( ")E- (r'I " ') FROG "', t12, t23 = W W I Z, W 2 Z, W 3 Z, .. , - W + W 

2 

X exp (-iw" t12 + i(w" - W')(t12 + t23)) I (14.32) 

For a Gaussian pulse, the SD or TG FROG trace given by Eq. (14.32) also 
has a Gaussian intensity profile in time, whose width, TO, is a factor of J3/2 
broader than the pulse duration. Similarly to Eq. (14.18), the width of the 
actual signal, Tmeas , which has been stretched by geometrical smearing, can 
be expressed by 

2 2 f3A 2 
Tmeas = TO + L..l. T (14.33) 

where f3 is a scaling constant dependent on the employed beam geometry, and 
~T is the effective delay smearing given by Eq. 14.19. 

As we found for SHG FROG, the lowest value of ~ T occurs for Gaussian 
pulses and beams, where it amounts to 0.4 fs if the central wavelength of the 
pulse is 800 nm and increases for the beam profiles other than Gaussian. 

For SD FROG, f3 = 4/3, while for TG FROG in the "box" beam arrange­
ment f3 ~ 5/3. The influence of geometrical smearing on the width ofthe trace 
observed in these two measurement configurations is illustrated in Fig. 14.11. 
Note that the temporal resolution of SD FROG is somewhat higher than that 
of TG FROG. This is explained by the fact that the smearing in the case of 
TG FROG takes place in the xz and yz planes (Fig. 14.lOc) simultaneously. 
In any case, for intersection angles smaller than 10°, the lengthening of the 
detected signal is less than 10%. 
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Fig. 14.11: Geometrical smearing of transient grating and self-diffraction traces as a function 
of beam intersection angle. The temporal widths of the observed signals are shown by solid and 
dashed curves for transient grating and self-diffraction FROG, respectively. The duration of the 
assumed ideal Gaussian pulse is 5 fs and the nonlinear response is assumed instantaneous. The 
focal length of the focusing optics is 125 mm and the FWHM of the input collimated Gaussian 
beams is 2 mm. 
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Therefore, the effect of geometrical smearing on the generated signals 
is insignificant even for experiments with pulses as short as 5 fs, provided 
the intersection angle is kept sufficiently small and the beams are properly 
focused. 

Calculation of the Spectral Filter for SD and TG 

We now demonstrate the practical value of our formalism to the calculation 
of the spectral filter and optimization of the SD and TG experimental para­
meters. As a model situation, we consider the measurement of a 5-fs pulse 
around 800 nm using a thin jet of water. The conditions are taken to simulate 
our recent photon-echo experiments on the hydrated electron [52]. Since the 
electronic hyper-polarizability [80-82] heavily dominates the overall water 
response [83,84], it is reasonable to treat the nonlinearity as nearly instan­
taneous on the time scale of 5-fs pulses. This amounts to treating X(3) as a 
constant. To further simulate the experimental conditions, we include in the 
calculation of the complete SD and TG traces the dispersive properties of 
a 100-l1m layer of water [85,86] and the impact of the non-collinear beam 
geometry on the phase-mismatch given by Eq. (14.30). The small thickness 
of the medium is crucial to prevent dispersive broadening of the pulse inside 
the jet. The lengthening of a 5-fs 800-nm pulse caused by a 100-l1m layer of 
water is less than 0.1 fs and, therefore, is negligible. 

The ideal frequency-resolved traces were calculated according to 
Eq. (14.32), while the complete TG and SD traces were produced by using 
Eqs. (14.29-14.31). The comparison of the respective complete and ideal 
signals provides us with information on the spectral filter effect, that is, a 
combined influence of the spectral variations in the generation efficiency of 
the signal field and in its detection. The spectral filters for the SD and TG 
cases, obtained as the ratios of the respective complete vs. ideal signals, are 
presented in Fig. 14.12. The dashed and dotted curves correspond to TG 
and SD, respectively, for the case of a flat spectral response of the detec­
tor (Q(Q) = const). Apparently, both spectral filters are dominated by the 
Q2-dependence that originates from the Q-term in Eq. (14.29). The curve 
representing the SD filter is somewhat steeper compared with the one in the 
TG case. This reflects the fact that the phase mismatch for SD is greater since 
SD is intrinsically a non-phase-matched geometry [22]. 

Taking into account a typical real spectral sensitivity of a silicon photodi­
ode, Q(Q) (dash-dotted curve in Fig. 14.12) results in the overall spectral filter 
for TG FROG depicted by the solid curve. Interestingly, the overall spectral 
filtering effect is nearly frequency-independent throughout most of the spec­
trum of a 5-fs pulse (shaded contour in Fig. 14.12) because the photo-detector 
sensitivity balances off the Q2-dependence. Therefore, we can disregard the 
effect of spectral filtering when it's counterweighed by the proper choice of 
the spectral response of the detector. This is an important conclusion for the 
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Fig. 14.12: Spectral filters for two configurations of photon-echo experiment in water. The 
shaded contour represents the spectrum of ideal5-fs pulses. The spectral filter calculated for 
self-diffraction FROG is shown by a dotted line, and that for transient-grating FROG is shown 
by a dashed line. The dash-dotted line depicts the typical spectral sensitivity of a silicon light 
detector, Q(A). The spectral filter for transient grating FROG corrected by Q(A) is given by a 
solid curve. The thickness of the water layer is taken to be 100 !-Lm, and the intersection angles 
of the beams are 4°. Note that the solid curve (the overall spectral filter in the TG case) is nearly 
fiat in the wavelength region up to 900 nm because the photo-detector sensitivity balances off 
the more efficient generation of the nonlinear signal at higher frequencies. 

practical purpose of nonlinear spectroscopy with 5-fs pulses because it allows 
the use of spectrally uncorrected TG and SD FROG signals. 

Case study: Blue Pulse Characterization by Third-order FROG 

Here we put the above results to work by addressing the problem of SD 
and TG FROG measurements of a blue pulse around 400 nm with an rv 10-fs 
duration. This precise problem has recently been confronted experimentally 
in attempts to characterize tunable pulses around this wavelength generated 
in gas-filled hollow fibers [87,88]. The severity ofthe spectral filtering in this 
wavelength region is aggravated by the steeply rising bulk dispersion in both 
crystals and glasses because of the proximity of the resonance absorption 
lying in the Uv. The spectral filter calculated for SD and TG measure­
ment configurations in a BBO crystal and quartz (fused silica) is depicted 
in Fig. 14.13. 

Here the frequency-dependant conversion efficiency is shown against the 
spectral content of the pulse. Compared with SD FROG, TG FROG (the 
dotted line) provides a much wider spectral window that is determined mainly 
by the self-steepening effect, i.e. more effective generation of blue spectral 
components. The broadening of the spectral window is a direct consequence 
of the "box" geometry used in TG FROG [22]. In the SD FROG case, the 
central frequency components are substantially suppressed while the wings 
are enhanced. The resulting broader spectrum corresponds to a shorter pUlse. 
To illustrate this effect, Fig. 14.14 depicts an ideal SD FROG trace of an 11-fs 
pulse, calculated using conventional expression [22], and the full SD FROG 
trace calculated according to Eq. (14.29-14.31). 
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Fig. 14.13: Spectral filtering effect in SD and TG FROG techniques. As a nonlinear medium, 
a 100-l1m thick slab of BBO (solid curve, SD) or fused silica (dashed curve, SD, and dotted 
curve, TG) is used. Angles between interacting beams are set at 4°. A spectrum of a lO-fs 
spectral-limited pulse is shown as a shaded contour for a comparison. 

The ideal trace is tilted, indicating that the pulse is slightly chirped. How­
ever, the full SD FROG trace doesn't show this tilt. Moreover, the pulse 
retrieved from the full trace (Fig. 14.14c, solid curve) is noticeably shorter 
than its counterpart (Fig. 14.14c, dashed curve) recovered from the ideal trace. 
The same applies to SD autocorrelation traces (not shown), i.e. temporal mar­
ginals of the SD traces that would be measured without spectral resolution. 
This artificial temporal narrowing is mostly the result of phase-matching: sig­
nal spectral components with the same frequency, but generated from different 
frequency combinations of fundamental waves have different phase shifts and 
therefore can interfere constructively or destructively. 

Thus, strong spectral filtering in a SD FROG measurement can distort the 
pulse shape and duration retrieved from the FROG trace. It is important to 
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Fig. 14.14: (a) Ideal SD FROG trace of a slightly-chirped 11-fs pulse centered around 400 nm. 
(b): SD FROG trace of the same pulse calculated according to Eq. (14.28-14.30). (c): Temporal 
pulse intensities retrieved from ideal (dotted curve) and calculated (solid curve) SD FROG 
data, i.e. (a) and (b), respectively. A lOO-l1m BBO crystal is employed as a nonlinear medium. 
Angles between interacting beams are set at 4°. Note that the trace in (b) appears to belong to 
a chirp-free pulse. 
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take spectral-filtering into account by simply dividing the measured trace by 
this curve prior to running the FROG algorithm. 

SHG FROG Characterization of Fiber-Compressed Pulses 

In this section we put to work experimentally the various ideas we've dis­
cussed regarding the SHG FROG pulse characterization. We demonstrate the 
practical application of SHG FROG to strongly chirped ultrabroadband pulses 
and compressed 4.5-fs pulses from a cavity-dumped-Iaser-based white-light 
generator. Several practical implications for dealing with these extraordinarily 
broad bandwidths will be considered here. The basic experimental require­
ments for a broadband SHG FROG apparatus are adequate phase-matching 
bandwidth of the SHG crystal and low overall dispersion of the optical ele­
ments. Also, the device should be able to create two replicas of the pulse that 
do not differ from each other in their spectral content or phase. 

In particular, the practical details of the SHG crystal in a FROG measure­
ment are important. One reason is the usual SHG crystal conflict: a thick 
crystal is more efficient, but a thin crystal has greater phase-matching band­
width. Another issue is the angular orientation of the crystal or the wavelength 
it's cut for. The difficulty here comes from the fact that a "red" crystal cut (a 
crystal cut for preferentially phase-matching the red wavelengths of the pulse) 
typically provides nearly flat frequency conversion efficiency over the most 
of the bandwidth of an ultrabroadband pulse. Such an orientation, however, 
dispenses with the blue-shifted wing of the spectrum where the conversion 
efficiency dramatically falls. On the other hand, use of a "blue" crystal-cut 
significantly lowers the frequency-conversion efficiency in the red wing of 
the spectrum. To find a reasonable balance that satisfies the demands of vari­
ous pulses, we develop a useful criterion on crystal selection in this section. 
Finally, we compare the merits of the two most commonly used SHG crystals 
for FROG measurements, BBO and KDP. 

We next focus our attention on details of the FROG apparatus and the pecu­
liarities of the measurement of strongly chirped and nearly fully compressed 
laser pulses by this technique. The spectral phase of a white light pulse mea­
sured before and after a pulse compressor permits a good verification of the 
ray-tracing routine employed to design it. We then present valuable observa­
tions on how extra information about the level of pulse compression can be 
gained from a simple examination of the SHG FROG trace, which is normally 
considered quite unintuitive. 

The Choice of the SHG Crystal 

In this section, we provide several guidelines for selecting the correct SHG 
crystal for a FROG measurement. We use a simple criterion to determine 
the required crystal thickness: the conversion efficiency calculated according 
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to Eq. (14.23) must be >50% of the peak conversion efficiency over the 
entire FWHM of the FROG spectral marginal. For pulses that are Gaussian in 
frequency, the ideal spectral marginal (the autoconvolution of the fundamental 
spectrum) is J2 times broader than the pulse bandwidth. Using this criterion, 
we evaluated BBO and KDP crystals. For each crystal, we consider two 
different angle cuts: one for Type I phase-matching at the wavelength of 
800 nm and the other for 600 nm. Figure 14.15 depicts the appropriate crystal 
thickness of the BBO (solid curve) and KDP (dashed curve) as a function of 
duration of a bandwidth-limited Gaussian pulse. 

As can be seen from Fig. 14.15, an approximately 10-fJ,m BBO should be 
used to measure 5-fs pulses at 800 nm. The thickness of the KDP crystal is 
approximately 2.5 times larger due to its lower dispersion. However, while 
clearly providing an advantage in thickness, the KDP crystal has a disadvan­
tage in the SHG efficiency. The signal level that can be obtained with a 2.5 
times thinner BBO crystal is still approximately a factor of 6 larger than in 
KDP due to the higher nonlinear coefficient and lower phase-matching angle 
in the BBO crystal [89]. Therefore, BBO is a more suitable choice for charac­
terization of weak-intensity pulses. For high-intensity pulses, where the low 
level of the second-harmonic signal is not really the issue, KDP presents a 
better choice [70]. 

Once the phase-matching bandwidth is sufficiently fiat, the Q3 depen­
dence (see Eq. (14.23)) begins to dominate the conversion efficiency. This 
dependence blue-shifts the second-harmonic spectrum. If the phase-matching 
bandwidth of the SHG crystal exceeds that required by the pulse bandwidth, 
angle-tuning the crystal to the red can effectively counteract such a blue 
shift [70]. To illustrate the point, we consider a lO-fJ,m BBO crystal for the 
purpose of measuring 8-fs Gaussian pulses at 800nm. Figure 14.16a shows 
the blue-shift of the FROG spectral marginal (filled circles) with respect to 
the autoconvolution (solid curve) if the crystal is perfectly phase-matched at 
800 nm, i.e. e = 29°. However, after adjusting the phase-matching angle 
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Fig. 14.15: Type I crystal thickness required for SHG FROG measurement as a function of the 
pulse duration at the central wavelength of 800nm (a) and 600nm (b). The crystals are cut at 
e = 29° for BBO (solid line) and e = 44° for KDP (dashed line). 
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to e = 24.40 that now corresponds to the central wavelength of 970 nm 
(Fig. 14.l6b), the phase-matching curve of the crystal (dashed curve) nearly 
perfectly balances the Q3 dependence (dotted curve). The overall conversion 
efficiency becomes almost flat, and no spectral correction of the FROG trace 
is required. Experimentally, Taft et al. [11] demonstrated the effectiveness of 
the angular adjustment that enabled them to yield correct FROG data. 

The mutual compensation of the Q3 and phase-matching terms is only 
possible for relatively long ("-' 1 0 fs) pulses. As a thinner crystal is chosen 
to measure shorter pulses, the high-frequency slope of the phase-matching 
curve grows steeper than the low-frequency one (Fig. 14.16c,d). This is to be 
expected, since crystal dispersion is low in the infrared but is high in the UV, 
near the UV absorption band. Tuning the central wavelength of the crystal from 
800nm (Fig. 14.16c) to 970nm (Fig. 14.16d) substantially narrows the SH 
spectrum in the blue due to crystal phase-matching. Even worse, it becomes 
difficult to correct the FROG trace for the spectral filter because the conversion 
efficiency falls so low in the blue wing (Fig. I4.I6d). This should is in contrast 
to the 800-nm-cut case when correction is still possible (see Fig. 14.5). Thus, 
to extend the phase matching-bandwidth in the blue, one should consider 

360 380 400 420 440460 360 380 400 420 440460 
SH wavelength [nm] SH wavelength [nm] 

400 500 600 300 400 500 600 

SH wavelength [nm] SH wavelength [nm] 

Fig. 14.16: Correction of frequency conversion efficiency by crystal orientation for 8-fs (a,b) 
and 3-fs (c,d) bandwidth-limited Gaussian pulses. A Type I lO-llm BBO crystal is oriented for 
the phase-matched wavelength of 800nm (a,c) and 970nm (b,d). The phase-matching curve 
and the Q3 dependence are shown as the dashed and dotted lines, respectively. The solid curves 
depict the autoconvolution of the fundamental spectra, while spectral marginals of FROG traces 
are given by filled circles. In (b), no spectral correction of the FROG trace is required for an 
8-fs pulse because of the red-shifted phase-matched wavelength. In contrast, the use of the 
970-nm phase-matched crystal irreparably corrupts the second-harmonic spectrum in the case 
of a shorter 3-fs pulse (d). Note different horizontal scales in (a), (b) and (c), (d). 
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using a crystal with the phase-matching wavelength blue-shifted with respect 
to the central frequency of the pulse. For example, a L = 10 J.Lm BBO crystal 
oriented for peak conversion efficiency at 700 nm is more suitable for the 
measurement of sub-5-fs pulses centered at 800 nm than the same crystal tuned 
to 970 nm. Although the 700-nm-cut crystal has poorer conversion efficiency 
in the infrared, it, nonetheless, allows the extension to phase matching below 
600 nm. Consequently, this crystal has an appreciable SHG efficiency over the 
entire spectrum of a 5-fs pulse and, therefore, spectral correction can yield an 
adequate FROG trace. In contrast, information about the blue spectral wing is 
lost if a crystal cut for 970 nm is used. We'll show how a poor choice of SHG 
crystal can affect the FROG recovery of a sub-5-fs pulse in the next section. 

Before closing this section, we mention an interesting property of very thin 
crystals, i.e. those that have a thickness in order of a few microns. In such thin 
crystals the differentiation between the Type I (oo-e interaction) and Type II 
(eo-e interaction) becomes less strict. For instance, if we speak about a Type 
I 800-nm-cut crystal this means that the phase mismatch, !)'k, for this wave­
length is zero. However, if the thickness of the crystal, L, is very small then the 
product !).kEO-EL, albeit never reaching a zero value, becomes comparable 
to the magnitude of !).kOO-EL for the wavelengths detuned from the phase­
matching frequency. Therefore, we can no longer neglect the contribution to 
the SH signal produced by Type II interaction. Additionally, even for funda­
mental waves with a perfect linear polarization, the second harmonic beam, 
obtained in this case, becomes somewhat depolarized. This situation recip­
rocates for thin Type II crystals where the mixture of the oo-e contribution 
adds up to the total signal. This has far-reaching consequences. For instance, 
this means that in collinear Type II FROG experiments some fringes that are 
due to the interference of the SH waves, produced by each interacting funda­
mental wave, will always be present, no matter how perfectly orthogonal the 
polarizations of fundamental beams are kept. This property is considerably 
stronger for BBO than for KDP, for which no such effect occurs for the crys­
tal thickness we've considered. Finally, we point out that the need to account 
for both Type I and Type II contributions applies only to sub-lO-J.Lm BBO 
crystals. 

SHG FROG Apparatus 

In our experiments, we used pulses from a self-mode-locked cavity-dumped 
Ti:Sapphire oscillator, which were then compressed after undergoing self­
phase modulation in a single-mode fused silica fiber. We measured the 
amplitude and phase of the white-light continuum (WLC) directly at the fiber 
output and, again, upon the their compression [13]. 

Figure 14.17 shows a photograph of the all-solid-state sub-5-fs laser and the 
SHG FROG device. Unlike a conventional Ti:Sapphire oscillator, this cavity­
dumped version incorporates an additional mirror fold around an acousto­
optic modulator. In this way the intracavity pulse energy is stored in a relatively 
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Fig. 14.17: The measurement of the 4.5-fs pulses by SHG FROG. Photo: Foppe de Haan. 

high-Q cavity, which can be switched out of the resonator at any desired 
repetition rate. The maximal pulse energy of a cavity-dumped Ti:Sapphire 
laser is typically of factor of 10 higher than that of its non-cavity-dumped 
counterpart. A careful cavity design ensures that the Kerr-lens self-mode­
locking is not disturbed by the extra fold and by the added dispersion due to 
the Bragg cell [90]. 

With "'-'4 W of the pump power (Spectra Physics Millennia), the cavity­
dumped laser routinely produced "'-' 13 fs, 40-nJ pulses at a I-MHz repetition 
rate. Pre-compressed, these pulses had "'-'75 nm spectral bandwidth around 
790 nm. They were launched into an "'-'2-mm long piece of a single-mode 
polarization-preserving fiber (Newport, 2.751Lm core diameter) through an 
18/0.35 microscope objective. The fiber output was collected by an off-axis 
paraboloidal mirror, which ensured achromatic beam recollimation. The opti­
mal pulse energy for injection into the fiber was found to be "'-'35 nJ, as judged 
by the quality of the generated continuum. The continuum pulse energy mea­
sured after recollimation was about 18 nJ. The continuum was compressed 
by a prism-chirped-mirror Gires-Toumouis-interferometer (GT!) pulse com­
pressor. The overall size of the sub-5-fs laser system was 1 m x 1.5 m, which 
made it extremely robust and ensures excellent stability over time. 

The SHG FROG apparatus (Fig. 14.18) was based on a phase and ampli­
tude balanced multi-shot autocorrelator designed for sub-5-fs short pulses 
[13]. The input beam was split and recombined in such a way that each of 
the beams traveled once through an identical 50% beam splitter with both 
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To spectrometer 

Fig. 14.18: Schematic of the SHG FROG apparatus. Spectrometer and its coupling optics are 
not shown. 

reflections occurring on the same coating-air interfaces*. To match the beam 
splitters, the initial horizontal polarization of the laser beam was rotated by 
a periscope. The moving arm of the autocorrelator was driven by a piezo 
transducer (Physik Instrumente), which was controlled by a computer via a 
digital-analog converter and a high voltage amplifier. Because such short delay 
increments ("'0.1 fs) were necessary, the precise time calibration was pro­
vided by an auxiliary Michelson interferometer. The photo-diode monitored 
the interference fringes that served as time calibration marks. 

Fundamental pulses were focused in the nonlinear crystal with a spherical 
mirror (radius of curvature = -25 cm) at near-normal incidence to minimize 
astigmatism. Due to the low curvature of the mirrors, delay variations within 
each beam were less than 0.1 fs. To achieve up-conversion of the entire fun­
damental bandwidth, we used a lO-(.Lm-thick BBO crystal cut for a central 
wavelength of 700 nm (EKSMA Inc.). Dispersive lengthening of a 5-fs pulse 
by such a crystal is less than 0.02 fs. The blue-shifted central wavelength per­
mitted us to extend the phase-matching bandwidth below 600 nm as shown 
in Fig. 14.3c. The crystal cut angle was verified with a tunable 100-fs laser. 
Retro-reflection of the beams from the crystal surface provided exact refer­
ence for the crystal orientation. This enabled us to accurately calculate R(Q) 
required for data correction according to Eq. (14.23). A visible-IR PClOOO 
(Ocean Optics) spectrometer was used to detect the fundamental spectra. 

We used two different second-harmonic detection systems in these mea­
surements of the compressed and uncompressed pulses. For the compressed 
pulses, we used a well-characterized UV-Vis PClOOO (Ocean Optics) spec­
trometer. Thus, the FROG traces could be readily corrected by R(Q), as 
described above. 

• For shorter pulses, one should use lower-reflectivity beam splitters that have a broader 
reflectivity range and flatter spectral phase. 
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For the strongly chirped pulses, a combination of a scanning monochro­
mator and a photo-multiplier tube provided the dynamic range necessary to 
measure the spectral wings (see the next section). The reason for this was 
that the dynamic range of the measurement in a CCD-based spectrometer 
is determined not only by the spectral sensitivity, which is adequately high, 
but also by the charge spreading all over the array due to overload of some 
channels. To further extend the dynamic range, a lock-in amplifier was used 
to detect the second-harmonic signal. Because of the unknown spectral sen­
sitivity Q(Q), the spectral correction of the FROG traces in this case was 
performed according to the method suggested in Taft et al. [11], i.e., by 
using the ratio of the autoconvoluted fundamental spectrum and the spectral 
marginal (see Chapter 10). 

SHG FROG of White-Light Continuum 

Knowledge of the group delay, i.e., the spectral phase, of the chirped WLC 
is the key to its compression. The spectral-phase measurement of the pulses 
leaving the fiber allows us to assess the feasibility of pulse compression in gen­
eral. The spectral phase must be sufficiently smooth to allow compensation by 
existing dispersion-control methods. A measurement of the spectral intensity, 
on the other hand, provides only a limited insight and reveals the minimum 
duration of the would-be compressed pulse. As an example of virtually uncom­
pres sible pulses, one might consider the case of spectral broadening due to 
a pure self-phase modulation. Furthermore, the task of building an appro­
priate pulse compressor is substantially simplified if the phase distortion of 
the pulse is measured beforehand. This becomes increasingly important with 
the growth of the pulse spectral bandwidth, which puts severe limitations on 
tunability of the pulse compressor. Therefore, it is desirable to replace most 
of the "trial and error" work by measuring the phase distortion and computing 
the settings of the pulse compressor. 

Somewhat counter-intuitively, the FROG measurement of a strongly 
chirped pulse is considerably more complicated than that of a bandwidth­
limited pulse with the identical spectrum. First, the up-conversion signals are 
weaker due to the lower peak power. This is evident, since the second har­
monic intensity of a pulse that is stretched to the ten times its initial duration 
drops by a factor of 100. 

Second, a higher dynamic range is required due to the pulse structure in 
the spectral wings. This occurs due to the high-order material dispersion. To 
explain this, we consider two spectral components with frequencies separated 
by 1000 cm -1. The group delay accumulated between them after passing 1 mm 
of quartz amounts to 4 fs if these components are situated around 1000 nm and 
exceeds 11 fs in the case of 600 nm. So, roughly speaking, the corresponding 
elements of the FROG trace scale '"'-'7 times in intensity. In our experiments, 
the bandwidth of the WLC that needs to be captured in the FROG trace is 
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broader than 10,000 cm -I, and, therefore, the signal intensity varies very 
strongly across the resultant FROG traces. 

The third complication is purely numerical, since FROG inversion demands 
greater matrix sizes to provide the adequate sampling in both the time and 
frequency domains. For the sake of speed, the FROG inversion algorithms 
employ Fast Fourier Transform (FFT) routines [72]. To avoid the loss of 
information in the change from the time to the frequency domain and vice 
versa, the FFT requires an equal number of points N in both domains. There­
fore, if the FROG matrix covers the total delay of Nor in the time domain, 
where 0 r is the delay step, the spectral range of the trace is 1/0 r. Compared 
with bandwidth-limited pulses, the pulses stretched in time require a larger or 
to contain the whole time information of the FROG trace in the matrix used 
in the FROG inversion algorithm. This narrows the spectral window covered 
by the matrix if N remains constant. Consequently, the number of points N, 
which in an FFT should be a power of two, must be increased to fully represent 
the FROG trace in the matrix used by the algorithm. This has an appreciable 
effect on the calculation speed. The change of N from 2n to 2n+l , where n 
is an integer number, slows the FROG retrieval by a factor of 4( 1 + n -I). In 
other words, by replacing a 128 x 128 matrix with a 256 x 256 one increases 
the calculation time by a factor of "'4.5. 

The SHG FROG traces of the chirped WLC in our experiments were 
recorded in 2.5-fs delay steps and converted into 256 x 256 matrices for 
processing. To reveal the conditions best suited for the compression of the 
WLC we varied the parameters of the pulses entering the fiber, by changing 
of the settings of the prism precompressor. The intensity and the chirp of the 
input pulses, derived by SHG FROG, are shown in Fig. 14.19a. The measured 
and retrieved FROG traces of the WLC are depicted in Figs. 14.19c and d, and 
the retrieved WLC spectra and the group delay are shown in Fig. 14.20b. The 
combined action of self-phase modulation and dispersion leads to a nearly 
linear group delay over most of the spectrum (Fig. 14.19b, solid curves). 

The departure of the overall group delay from a linear asymptote can be 
partly explained by the bulk dispersion of the fiber, air, and the beam-splitters 
in the FROG apparatus. For instance, while the optimal fiber length was 
estimated to be 1 mm [12], we used a longer piece for practical convenience 
and to improve the exiting mode structure. 

The WLC spectrum changes dramatically with the change of the input 
pulses (Fig. 14.19b, shaded contours). The widest and least modulated spec­
trum corresponds to the almost chirp-free input pulse (Fig. 14.l9b, the third 
from the top panel). Positive as well as negative chirping leads to a substantial 
narrowing of the WLC spectrum. In contrast, the overall behavior of the group 
delays shown as solid lines in Fig. 14.19b, remains virtually unaffected. This 
ensures efficient pulse compression under different experimental conditions. 

Group delay measurements of the generated continuum served as a tar­
get function for the design of the three-stage, high throughput compressor 
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Fig. 14.19: Experimental results of FROG measurements of the strongly chirped white-light 
continuum (WLC). (a) temporal intensity (shaded contours) and chirp (solid curves) of the 
pulses entering a single-mode fused-silica fiber. (b) measured and (c) retrieved SHG FROG 
traces of the WLC. (d) retrieved spectral intensity (shaded contours) and the group delay of 
the WLC (solid curves). The amount of bulk material (fused silica) used to pre-chirp the input 
pulses is indicated in right top comers of (a). Note that the input pulse energy is kept constant, 
while the respective scaling of the WLC spectra in (d) is preserved. 

(Fig. 14.17), consisting of a quartz 45° -prism pair, broadband chirped mir­
rors and thin-film Gires-Toumois dielectric interferometers [13]. The spectral 
bandwidth of the compressor was 590-1100 nm, which was limited by the 
reflectivity of the chirped mirrors involved [91]. The phase characteristics of 
the compressor were analyzed using dispersive ray tracing and were mapped 
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Fig. 14.20: Group delay of the designed pulse compressor. Solid curve was calculated by 
dispersive ray-tracing and is depicted reversed in time. Broken curves are the measured group 
delay of the WLC reproduced from panels in Fig. 14.19d. 

onto the measured group delay of the continuum. Figure 14.20 depicts the 
measured group delay for different pulses, entering the fiber (shown as broken 
curves), which were reproduced from Fig. 14.l9d and the calculated group 
delay of the pulse compressor (solid line). As you can see, our design com­
pensates the group delay of the white light everywhere across the compressor 
bandwidth. Adjusting the length of material of the prism-pair (by translating 
a prism into or out of the beam) allows final fine-tuning of the compressor 
dispersion, as judged from the FROG trace of the compressed pulses. 

SHG FROG of Compressed Pulses 

FROG traces of the compressed pulses were recorded by scanning the delay 
between the arms in steps of 0.5 fs. The acquired two-dimensional arrays of 
points were converted into a 128 x 128 FROG matrix. The experimental and 
retrieved FROG traces of compressed pulses are depicted in Figs. 14.21 a and b. 
The FROG error amounted to 0.004 and is mainly caused by the noise in the 
spectral wings, which increased when the spectral correction of the FROG 
trace was performed. 

The delay marginal of the measured FROG trace nicely corresponds to 
the independently measured intensity autocorrelation (Fig. 14.21c) obtained 
by detecting the un-spectrally-resolved second-harmonic signal beam. This 
suggests that no spatial filtering of the second-harmonic beam has taken place. 
Comparison of the FROG frequency marginal and the autoconvolution of 
the fundamental spectrum (Fig. 14.21d) indicates that no loss of spectral 
information has occurred and that the spectral-filter correction was correct. 

Figure 14.22 shows the retrieved intensity and phase in the time and fre­
quency domains. To remove the time direction ambiguity in the measurement 
of the compressed pulses, we performed an additional FROG measurement 
introducing a known amount of dispersion (a thin fused silica plate) in front of 
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Fig. 14.22: Retrieved intensity and phase of 4.5-fs pulses in the time (a) and frequency 
(b) domains. The FROG-retrieved intensity and phase are shown as shaded contours and dashed 
curves, respectively. Independently measured spectrum (filled circles) and computed residual 
phase of the pulse compressor (dash-dotted curve) are given in (b) for comparison. 

the FROG apparatus. The resulting pulse duration is 4.5 fs. Variations of the 
spectral phase (dashed line in Fig. 14.22b) are less than ±n / 4 across the 
whole bandwidth. These results fully confirm our previous analysis using 
the interferometric autocorrelation (which could not yield the pulse shape or 
phase) [13]. 
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To additionally verify both the self-consistency of our compressor calcula­
tions and the accuracy of the FROG retrieval, we compare the retrieved spectral 
phase of the 4.5-fs pulse (Fig. 14.22b, dashed curve) with the predicted resid­
ual phase of the pulse compressor (Fig. 14.22b, dash-dotted curve). The close 
similarity of the two reassures us of the correctness of all the procedures we 
used, including the measurement of the chirped WLC, knowledge of the dis­
persion of compressor constituent parts, the numerical routines employed for 
the ray tracing analysis, and, finally, the characterization of the compressed 
pulses. 

SHG FROG traces are generally considered unintuitive due to their 
symmetry along the delay axis [20,22,42]. We found that for nearly 
bandwidth-limited pulses, we can significantly increase the amount of infor­
mation available from mere visual inspection of the trace. To do so, consider 
every constant-frequency slice of the trace (each of which is a function of 
delay only). Now normalize each slice to unity at its peak. Effectively, the 
SHG FROG trace has become a series of normalized autocorrelations. For a 
pulse with an arbitrary spectrum and flat spectral phase, such a representation 
of the SHG FROG trace would give a streak of uniform thickness around zero 
delay. The result of such an operation applied to the FROG trace of the 4.5-fs 
pulse is presented in Fig. 14.23a. The variation of the thickness, that is, the 
width of autocorrelation at a given second-harmonic wavelength, * which can 
be seen in Fig. 14.24a, visually indicates any imperfect pulse compression 
without the need to run the FROG inversion algorithm. 

Figure 14.23b shows two autocorrelation traces derived from the spec­
trogram in Fig. 14.23a at two separate wavelengths. The FWHM of the 
autocorrelation at 350 nm is merely 6 fs, indicative of a rv4-fs pulse dura­
tion. However, the autocorrelation at 470nm is three times broader. Such a 
difference clearly illustrates the effect of the spectral filtering in the nonlinear 
crystal, as well as the detection of the autocorrelation width. This also under­
scores the importance of pulse characterization by frequency-resolved (e.g., 
FROG) rather than non-frequency-resolved (e.g., intensity autocorrelation) 
methods for such broadband pulses. 

Finally, we note that the width of the autocorrelation traces, such as the 
ones shown in Fig. 14.23a, can be directly related to the instrument response 
of a spectroscopic experiment. For instance, the temporal resolution of a 
kinetic trace in a frequency-resolved pump-probe experiment [92,93] detected 
at 950 nm will be rv 12 fs, albeit the weighted average pulse duration is 4.5 fs 
[94,95]. Therefore, the frequency-resolved measurement (as FROG) brings 
invaluable information even if the correct estimation of the pulse width could 
be achieved by other, simpler means, such as the autocorrelation measurement. 

* Here we apply the term "autocorrelation" to a slice of a frequency-resolved autocorrelation 
of the pulse intensity purely for the sake of convenience. In an arbitrary case, such a slice in 
itself is not necessarily an autocorrelation function of any real non-negative distribution. 
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Fig. 14.23: Normalized FROG data of the 4.5-fs pulses. (a) SHG FROG trace of compressed 
pulses normalized along the delay axis as described in the text. (b) autocorrelation traces 
derived from the FROG trace at the second-harmonic wavelength of 350 nm (solid curve) and 
470 (dashed curve). Note that because of spectral selection the pulse duration estimated from 
the autocorrelation width can be both lower and higher than the real one and differ by as much 
as a factor of 3. 

Conclusions 

FROG is a powerful and accurate pulse diagnostic, ideally suited for the 
measurement of a vast variety of pulses. In particular, the essentially instan­
taneous nonlinearity, high sensitivity, and broadband response allow the 
measurement of the shortest pulses available to date. FROG is currently prob­
ably the only available means to measure the parameters and the temporal 
resolution of pulses shorter than 5 fs in a nonlinear-spectroscopic experiment, 
i.e., in a useful application. 

In this chapter, we've developed the theory of FROG in this regime and 
applied it to the SHG FROG measurement of 2.5-optical-cycle pulses with a 
central wavelength around 800 nm. To the best of our knowledge, these are the 
shortest pulses that have been completely characterized to date. We have also 
successfully measured uncompressed strongly non-transform-limited weak­
intensity pulses. These two key measurements, which were required to design, 
test, and optimize the pulse compressor, were both performed without a single 
change in the SHG FROG apparatus. No other pulse measurement technique 
known allows such versatility. 
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15. FROG Characterization of Pulses 
with Complex Intensity and 

Phase Substructure 

John M. Dudley 

The widespread use of FROG has contributed significantly to the develop­
ment of optimized ultrafast lasers producing transform-limited pulses of near 
single-cycle duration. However, although the characterization of optimized 
ultrafast sources is certainly one of its most important applications, a signifi­
cant number of experiments have also used FROG to characterize pulses very 
far from the transform limit. The pulses being studied in these experiments 
have possessed very complex intensity and/or phase distortions, but FROG 
has still been successfully used for complete characterization. This chapter 
will review these previous experiments and discuss, where relevant, important 
experimental issues necessary for accurate results to be obtained. 

Pulse Propagation in Optical Fibers 

One of the important early uses of FROG to measure complex pulse profiles 
was the characterization of near zero-dispersion wavelength (ZDW) propa­
gation in optical fibers. Because of its importance in high capacity optical 
communications systems, such propagation had been extensively studied 
using numerical simulations, with the results showing that an incident pulse 
could develop rapid temporal oscillations accompanied by the appearance of 
characteristic peaks in the pulse spectrum [1]. Some experiments were also 
carried out, but it was noted that although the expected spectral splitting was 
well-reproduced in the experiments, the severe temporal pulse distortion was 
only weakly manifested in the measurements of the pulse autocorrelation 
function. 

For example, Fig. 15.1 shows autocorrelation and spectral measurements 
before and after transform-limited 2 ps pulses at 1534 nm have propagated 
through 700 m of commercially available dispersion-shifted fiber [2]. It is 
clear that there is significant temporal and spectral distortion, and a small 
region of ultrafast temporal modulation is observed near zero delay. The 
measured FROG-trace in Fig. 15.2(a), however, illustrates the temporal mod­
ulation more clearly and, furthermore, allows the relationship between the 
temporal and spectral structure to be seen directly. In particular, the FROG 
trace is seen to contain significant structure in three distinct spectral bands, 
referred to the corresponding structure in the fundamental pulse spectrum, 
shown alongside. It is clear that the components at the SHG wavelengths 
around 768 nm and 778 nm are associated with the two main peaks in the 
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Fig. 15.2: (a) Measured FROG trace (referred to pulse spectrum on the right) and (b) retrieved 
intensity and phase. 

fundamental spectrum, but of particular interest is the temporally-modulated 
component around 773 nm (the second harmonic of the ZDW) where there is 
no appreciable corresponding signal in the fundamental spectrum. This com­
ponent is generated from the mixing of the two main components of the pulse 
spectrum on either side of the ZDW, clearly illustrating the physical origin 
of the temporal modulation on the pulse as arising from the beating between 
these two components. 

It is appropriate now to discuss several issues relating to the measurement 
of such a complex FROG trace. Firstly, because of the broadband nature of the 
pulse spectrum after propagation, accurate measurement of the FROG trace 
requires both careful choice of SHG crystal used, and minimization of any 
effect due to spatial filtering of the generated SHG signal. These issues have 
been extensively considered in the context of single-cycle FROG in Chapter 14 
and reference [3]. In addition, the need to simultaneously characterize both 
the slowly varying 10 ps pulse envelope and the sub-ps modulation constrains 
the temporal sampling increment and thus the minimum grid size. For these 
results, the FROG trace was obtained on a 256 x 256 grid, and the minimum 
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retrieval error obtained was G = 0.009. The retrieved intensity and phase are 
shown in Fig. lS.2(b). 

Although the retrieval error obtained here may seem to be relatively large 
for an SHG-FROG trace on such a large grid, we note that when comparing 
retrieval errors for pulses with different types of distortion and measured 
on different grid sizes, it is important to consider the fractional area of the 
FROG trace containing "significant non-zero data." This is given indirectly 
via the rms time-bandwidth product (in this case ~IS) but we have found it 
convenient to define it more directly as the fraction of data having an intensity 
greater than I % of the trace maximum. Typically, SHG-FROG traces which 
are "well-gridded" (with a significant region of zeros surrounding the central 
region of data) have only around S% of the data satisfying this criterion, and 
in this case, retrieval errors of G < O.OOS are routine. However, for complex 
pulses the fraction of significant non-zero data is typically much larger. For 
the trace in Fig. IS.2(a), for example, this fraction is around 2S%, so that the 
retrieval error of G = 0.009 in this case can be considered acceptably low. 

CW THz Pulse Trains 

Interestingly, as well as being used to characterize the development of 
ultrafast oscillations developed on the envelope of an injected ultrashort pUlse, 
FROG can also be used to characterize ultrafast THz pulse trains generated 
from the injection of a high power continuous wave (CW) field. Although 
this may seem surprising, it is a consequence of the fact that such pulse 
trains are necessarily periodic, and the Fourier transform operations used 
in the FROG generalized projections (GP) algorithm apply equally well for 
periodic functions as for ultrashort pulses with compact support. Existing 
GP algorithms can be straightforwardly adapted for the retrieval of periodic 
functions by introducing a cyclic time window to ensure that any temporal 
structure that leaves one edge of the computation window re-enters at the other 
edge. This preserves any periodicity present in the FROG trace, allowing the 
successful retrieval of periodic intensity and phase structure in the underlying 
electric field. With these modifications, retrieval is possible both with the 
standard approach to GP described in [4] as well as the recently-developed 
vector-based principal component generalized projections (PCGP) algorithm 
described in [S] and [6]. Experiments to date have been carried out using only 
SHG-FROG [7,8] but, in principle, any of the existing FROG geometries can 
be used for this purpose. 

Using conventional characterization techniques, CW pulse train formation 
is manifested in the frequency domain by the appearance of discrete spectral 
sidebands, and in the time domain by an associated modulation in the auto­
correlation function. These characteristics are coupled together in the FROG 
trace shown in Fig. IS.3(a) which presents experimental data corresponding 
to the formation of a 2.5 THz dark soliton train. The FROG trace here con­
sists of a series of periodically modulated spectral bands at SHG frequencies 
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Fig. 15.3: (a) Measured FROG trace and (b) retrieved intensity and phase (lines) for a 2.5 THz 
dark soliton train. The circles show the expected results from simulations. 

corresponding to each component in the fundamental spectrum, as well as at 
frequencies due to the sum-frequency mixing between these components. The 
trace is thus extremely sensitive to the exact intensity and phase characteris­
tics of the incident pulse train, containing sufficient information to recover 
the original pulse train intensity and phase. 

Applying the PCGP algorithm to these data gives a retrieval error of 
G = 0.002 with a significant non-zero data fraction of 5%. The corresponding 
retrieved intensity and phase are shown as the lines in Fig. 15.3(b) and, to stress 
the dynamic range of the measurement, the intensity is plotted on a logarith­
mic scale. Theory predicts that genuine dark solitons exhibit 100% intensity 
modulation [1], but the results here show only a reduced modulation depth of 
96% and therefore must be interpreted as "gray" rather than "black." Interest­
ingly, this reduced modulation depth is also manifested in the characteristics of 
the phase shift observed across the soliton center. For 100% modulated black 
solitons, an abrupt phase jump of rr is expected, but gray solitons are expected 
to be associated with a continuously varying phase shift of reduced magni­
tude [1]. The retrieved phase in Fig. 15.3(b) confirms this expected behavior, 
showing a phase shift of O. 86rr across the soliton center. The results of numer­
ical simulations of the soliton train formation are also shown in the figure 
(circles), and are in good agreement with the measured results, particularly 
with respect to the 96% modulation depth and the 0.86rr phase shift. These 
results clearly demonstrate that an adapted FROG technique can accurately 
retrieve the intensity and phase of periodic ultrafast optical pulse trains. 

Pulse Distortions in a Modelocked Ti:Sapphire laser 

As well as its use to study dispersive and nonlinear interactions in optical 
fibers, FROG has also been used in many experiments which have studied how 
these effects affect the steady-state pulse characteristics in self-modelocked 
lasers. One study in particular used a real-time SHG FROG setup to study 
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how the pulse characteristics varied as the intracavity group-delay dispersion 
(GOD) in a Ti:Sapphire laser was varied from negative to positive values 
[9]. Although this regime had been previously studied using spectral and 
autocorrelation analysis [to,11], the use of FROG provided direct insight into 
the pulse distortions observed near zero-GO~ operation and, indeed, revealed 
a previously unreported operating regime. 

When configured to have a large negative GOD, the self modelocked 
Ti:Sapphire laser produces transform-limited pulses via a soliton-like pulse 
shaping mechanism. As the GOD is decreased, however, the effects of higher 
order dispersion leads to the formation of a dispersive-wave sideband on the 
pulse spectrum, associated with a weak pedestal pulse co-propagating with the 
main pulse. Although some previous experiments had studied the presence 
of this dispersive wave pedestal indirectly using high contrast autocorrela­
tion [12], the results in [9] showed that it could, in fact, be directly measured 
using FROG. 

Figure IS.4(a) shows the FROG trace for these results, compared with 
the fundamental spectrum shown alongside. The FROG trace here clearly 
shows two components; an isolated ultrashort pulse associated with the main 
spectral peak around 790 nm, and a longer co-propagating pulse associated 
with the narrow-bandwidth dispersive wave peak around 823 nm. Retrieval 
from this FROG trace was associated with an error of G = 0.004 on a 128 x 
128 grid, with the retrieved intensity profile in Fig. IS.4(b) clearly showing 
the simultaneous characterization of the main pulse and the co-propagating 
dispersive wave pedestal. We note that the low power pedestal component of 
dispersive waves can always be measured with FROG, despite the nonlinearity 
involved in FROG; this is because the efficiency of a component in the FROG 
trace is determined by the strongest component of the pulse, which probes all 
the structure of the potentially complex pulse. Thus even weak components 
in either time or frequency are frequency doubled with the same efficiency 
as the main pulse and hence contribute to the FROG trace with the same 
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Fig. 15.4: (a) Measured FROG trace (referred to pulse spectrum on the right) and (b) retrieved 
intensity and phase, showing dispersive wave formation in a self-modelocked Ti : Sapphire. 
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Fig. 15.5: (a) Measured FROG trace (referred to pulse spectrum on the right) and (b) retrieved 
intensity and phase for pulses in a self-modelocked Ti:Sapphire laser undergoing intracavity 
FWM. 

dynamic range as in the pulse itself. This is in contrast to a statement made 
in reference[12]. 

Decreasing the intracavity GDD even further leads to more complex pulse 
behavior where the pulse spectrum splits about the intracavity ZDW of 
785 nm. This is shown in Fig. 15.5. The retrieval error here was G = 0.010 
on a 256 x 256 grid with a non-zero data fraction in the FROG trace of 30%. 
The rms time-bandwidth product here is ~14. The most notable feature of 
these results is the striking similarity between this FROG trace and that shown 
in Fig. 15.2 associated with FWM about the ZDW in an optical fiber [l3]. 
Indeed, it was this visual similarity between the pulses in the time-frequency 
domain which first suggested that the underlying physics in the Ti:Sapphire 
laser and that in the optical fiber was the same; this interpretation was later 
confirmed by a phase-matching argument taking into account the magnitude 
of the intracavity GDD and nonlinearity [9]. 

Parabolic Pulses in Optical Fiber Amplifiers 

Finally in this chapter, we consider an important recent application of FROG 
to verify the generation of highly-chirped pulses with parabolic intensity pro­
files in high gain optical fiber amplifiers with normal dispersion. In these 
amplifiers, theory predicts that any arbitrary input pulse evolves asymptoti­
cally into a linearly-chirped parabolic pulse, which propagates self-similarly 
as it evolves in the amplifier. Taking advantage of the current availability of 
high gain fiber amplifiers and the complete pulse characterization afforded 
by FROG, experiments have indeed been able to verify these predictions and 
provide the first experimental evidence for self-similar pulse propagation in 
optics [14] . 

Unlike the more complex pulses considered above, the FROG trace of a 
parabolic pulse has a relatively simple structure. For example, Fig. 15.6(a) 
shows the FROG trace for a parabolic pulse at 1060 nm generated from a 
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Fig. 15.6: (a) Measured FROG trace (b) retrieved intensity and phase for parabolic pulses. 

Yb:doped fiber amplifier. Because of the large chirp on the pulse, a grid size 
of 1024 x 1024 is necessary for accurate retrieval, and a multi grid approach to 
retrieval is required to avoid impractical computation times [15]. The retrieval 
error of G = 0.007 is very low given that the non-zero data fraction is 30%, and 
the retrieved pulse characteristics are shown in Fig. 15.6(b). The distinction 
between a parabolic and the more common gaussian or sech2 intensity profiles 
is most evident in the pulse wings, so the retrieved intensity (solid line) is 
plotted on a logarithmic scale and compared with both sech2 (long dashes) 
and parabolic (short dashes) fits. There is agreement with the parabolic pulse 
profile over 2 orders of magnitude and we plot the chirp in this figure to 
emphasize its linearity as expected from theory. 

Conclusions 

The complete intensity and phase characterization afforded by FROG 
allows complex intensity and phase distortions to be directly observed and 
compared quantitatively with theoretical predictions. The widespread use of 
FROG has also reminded workers in ultrafast optics of the power of the time­
frequency domain to aid the analysis and interpretation of experimental data. 
In this regard, the reader's attention is drawn in particular to FROG measure­
ments of mode locked semiconductor lasers [16] where it has been shown that 
the laser dynamics can still be inferred in situations where intensity and phase 
retrieval is not possible. 

In addition to FROG there are, of course, numerous other techniques cur­
rently available for the characterisation of ultrashort pulses. However, whilst 
some of these may be very well suited for particular experimental applica­
tions, no other technique has yet proven comparable versatility for measuring 
such a wide range of pulses of different durations and complexity. 
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16. XFROG-Cross-correlation 
Frequency-resolved Optical Gating 

Stefan Linden, Jiirgen Kuhl, and Harald Giessen 

Introduction 

FROG [1-4] allows us to measure an ultrashort laser pulse without a shorter 
reference pulse. But often a shorter reference pulse that has already been 
measured is available. In this case, it's usually preferable to use this pulse to 
measure the unknown pulse. In fact, even if the reference pulse isn't shorter, 
it's still usually preferable to use it to measure the unknown pulse. If the refer­
ence pulse is intense, then it yields higher efficiency in any nonlinear-optical 
process. This is especially helpful when the unknown pulse is weak enough 
that it doesn't yield sufficient signal strength using even the most sensitive 
FROG geometry (SHG FROG). For example, UV pulses with energies of 
less than about a nJ are too weak to be measured using a third-order FROG 
technique, and SHG FROG isn't available because SHG crystals absorb at 
the SH of such a pulse (i.e., below 190 nm). Also, when measuring a very 
complex pulse of any energy, gating it with a reference pulse that happens to 
be smooth will generate a trace that is easier to interpret. 

Gating the unknown pulse with a known pulse and spectrally resolving 
the resulting signal pulse-a spectrally resolved cross-correlation-is called 
cross-correlation frequency resolved optical gating (XFROG) [5,6], and it 
yields a trace that's a true spectrogram. Researchers have in the past gated 
an unknown pulse with another pulse (usually uncharacterized, but usually 
thought to be Fourier-transform-limited) and then spectrally resolved the 
cross-correlation signal pulse. This gave a measure of the pulse color vs. 
time, but no attempt was made to extract rigorous quantitative information 
from this plot. It is the application of the FROG algorithm that makes these 
methods quantitative. And that is what makes XFROG-which does exactly 
that-a useful tool. 

If the unknown pulse spectrum is contained within that of the reference 
pulse, an alternative approach is spectral interferometry (or TADPOLE) (See 
Chapter 22) [7], which does not involve a nonlinear-optical interaction and 
hence is very sensitive. XFROG, on the other hand, is much more versatile and 
usually easier to perform. XFROG requires no spectral overlap between the 
reference and unknown pulses. And depending on the relative frequencies of 
the pulses, sum frequency generation (SFG), difference frequency generation 
(DFG), or a host of third-order processes can be used to create the cross­
correlation signal. Unlike spectral interferometry, which, like other types 
of interferometry, has extremely stringent coherence and mode-matching 
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requirements, XFROG does not require satisfying these experimentally dif­
ficult constraints. Also, XFROG doesn't require interferometric alignment 
accuracy, and it can be used for low-quality beams. The need for a fairly 
strong reference pulse doesn't represent much of a limitation because such 
a pulse is in principle always available even when working with extremely 
weak pulses. Indeed, in most cases, weak pulses are the result of a linear or 
nonlinear-optical process, which involves at least one input pulse that is much 
stronger and therefore can be characterized by a standard FROG technique. 
For example, blue or UV ultrashort pulses are often weak, but they're nor­
mally generated by frequency doubling or tripling of pulses in the near IR. 
And ultrafast fluorescence is usually weak, difficult to collimate, and incoher­
ent, but again, the pulse that excites it is usually generated by near-IR pulses 
from a Ti:Sapphire laser. Thus, in both cases, the near-IR pulses are avail­
able to serve as a reference pulse, and XFROG can measure these otherwise 
difficult-to-measure pulses. 

General Properties 

The electric field of the XFROG signal beam has the form 

E~~G(t, r) = E(t)ERef(t - r) 

for sum frequency generation and 

E~~G(t, r) = E(t)Eief(t - r) 

(16.1) 

(16.2) 

for difference frequency generation if the unknown pulse has a higher carrier 
frequency than the reference pulse. The corresgonding carrier frequency of 
the correlation signal is wgFG = W + WRef and Wo FG = W - WRef, respectively. 
In the following, we'll only consider the equations for SFG XFROG. The 
corresponding equations for DFG XFROG can be simply obtained by replac­
ing ERef(t - r) by Eief(t - r). Also, it is easy to extrapolate to third-order 
XFROG processes in a similar manner. The squared magnitude of the spec­
trum of the cross-correlation signal recorded as a function of delay r between 
the two pulses yields the XFROG trace or spectrogram: 

I~~oG(w, r) = Ii: E(t)ERef(t - r)e- iwt dtl2 (16.3) 

XFROG is able to characterize weak pulses because, according to Eq. 
(16.1), the XFROG signal field is proportional to the field of the reference 
pulse. 

While XFROG has the usual trivial absolute-phase ambiguity, it lacks the 
translation ambiguity because the independent gate pulse acts as the time ref­
erence. XFROG also lacks the direction-of-time ambiguity because the trace 
is not necessarily symmetrical with respect to the delay r. On the other hand, 
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some attention has to be paid when using SHG FROG for the characterization 
of the reference pulse due to its possible time ambiguity. However, the direc­
tion of time for the reference pulses characterized by SHG FROG can normally 
be determined by the methods described in Chapter 11 [2,8]. Additionally, 
inserting the time-reversed reference pulse in Eq. (16.1) yields a signal field 
that typically doesn't match the experimental trace and hence leads to a large 
error in the XFROG algorithm. Finally, XFROG has the ambiguities of the 
spectrogram: the relative phase of well-separated pulses is indeterminate. 

XFROG is related to another version of FROG that uses two different pulses 
to make a trace, but in which neither pulse is known [9]. This more difficult 
method is the subject of Chapter 20. 

The temporal resolution of XFROG is not limited by the pulse width of the 
reference pulse. This is because the XFROG trace simultaneously contains 
temporal and spectral information about the reference and unknown pulse. 
A reference pulse that is short compared to the unknown pulse yields good 
resolution in the delay direction of the spectrogram but conceals details in the 
frequency direction due to the broad spectrum of the reference pulse. On the 
other hand, a reference pulse with a narrow spectrum provides good spectral 
resolution but poor temporal delay resolution. While both cases can yield an 
adequate measurement of the pulse, it is best to distribute the information 
evenly in both domains. To distribute the information evenly in the time 
and frequency direction, the pulse width of the reference pulse should be 
comparable to the pulse width of the unknown pulse. Notice that this is in 
contrast to the desired conditions for a standard cross-correlation to determine 
the pulse intensity, in which the pulse should be as short as possible. The 
influence of the reference pulse on the shape of the XFROG trace is shown 
in Fig. 16.1. The unknown pulse is a Gaussian pulse with a cubic temporal 
phase. The reference pulses are Fourier-transform-limited Gaussian pulses 
with a pulse width of (a) 40%, (b) 100% and (c) 160% of the pulse width of 
the Gaussian unknown pulse. The short pulse with a large spectral width yields 

(a) (b) (c) 

Delay 

Fig. 16.1: Influence of the reference pulse on the shape of the XFROG trace. The reference 
pulses are Fourier-limited Gaussian pulses withapulse width of (a) 40%, (b) 100% and (c) 160% 
of the pulse width of the Gaussian unknown pulse. 
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a XFROG trace (Fig. 16.1a) with a large spectral extent, while a long pulse 
produces a trace (Fig. 16.1c) dispersed in the temporal direction. Despite the 
different distribution of the signal in the time/frequency plane, the XFROG 
algorithm converges in all three cases and retrieves the correct unknown pulse. 

Algorithm and Numerical Simulations 

For retrieving the unknown pulse, we use an iterative Fourier-transform 
algorithm with generalized projections [10]. A flow chart of the algorithm is 
shown in Fig. 16.2. The XFROG algorithm needs the experimentally measured 
XFROG trace IXFROG (Wi, ! j) and the retrieved electric field of the reference 
pulse ERef(ti - !j) as input data. While this is probably not essential, we 
nevertheless assume that all data are uniformly sampled in both the time and 
frequency domains. We begin with an initial guess for the electrical field 
of the unknown pulse E (ti) and then calculate the corresponding signal field 
ESig(ti, !j) withEq. (16.1) and the known electrical field of the reference pulse 
ERef(ti - !j). Since the XFROG trace is a function of Wi and !j, we Fourier 
transform ESig(ti, !j) with respect to ti to obtain ESig(Wi, !j). The first gener­
alized projection is accomplished by replacing the magnitude of the guessed 
signal field ESig(Wi, !j) by the square root of the intensity IXFROG(wi, !j). 

This yields a modified field E~i/Wi' !j) that's transformed back to the time 
domain. For the second generalized projection, we define a distance metric 

N 2 

Z = L IE~ig(ti' !j) - E(ti)ERef(ti - !j)1 
i,j=l 

initial guess 

minimize ~ 
metric 

well characterized 
reference pulse 

ER,f(t,-t) 

~ 
E'SiP" tj) • Ereit;) 

) ITFT 

Fig. 16.2: Schematic of the XFROG algorithm. 

(16.4) 
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Table 16.1: Influence of incorrect reference pulse parameters on the 
retrieved unknown pulse. 

Reference pulse Unknown pulse 

Pulse width Quadratic Phase Pulse width Quadratic Phase 
[pixel] [rad·pixel-2] [pixel] [rad.pixel-2] 

20.0 0.0 24.0 0.001 
18.0(-10%) 0.0 26.1 (8.8 %) 0.00084 
22.0 (+10 %) 0.0 22.0 (-8.3 %) 0.0012 
20.0 0.001 23.9 (-0.4 %) 0.0003 
20.0 -0.001 25.3 (+5.4 %) 0.0014 
20.0 0.002 25.0 (+4.2 %) -0.0002 

and minimize Z with respect to E (t). The reference pulse remains unchanged 
during the second generalized projection (and later projections also). In order 
to measure the progress of the algorithm, we use the FROG error G [1] also 
used by other FROG geometries. 

The XFROG algorithm performs well in numerical simulations with several 
types of unknown pulses, including Fourier-transform-limited pulses, lin­
early chirped pulses, pulses with cubic temporal phase, self-phase modulated 
pulses, double-pulses with phase-substructure and variable intensity ratios. 
We've also used different reference pulses, chosen to be Fourier-transform­
limited or linearly chirped. In simulations, the XFROG algorithm faithfully 
reproduced all unknown pulses with a typical value of G = 5.0· 10-7 for 
a 64 x 64 pixel trace. An important feature of the XFROG algorithm is its 
tolerance of potential errors in the measurement of the electrical field of the 
reference pulse. To check this tolerance, we performed numerical simula­
tions with reference pulses that had known deviations from the correct pulse 
width and phase (see Table 16.1). We found, for example, that increasing 
the pulse length of a Fourier-transform-limited Gaussian reference pulse by 
10.0% yields a retrieved pulse 91.7% as long as the original linearly chirped 
Gaussian unknown pulse. Fortunately, the phase remains almost unchanged 
and the pulse shape remains Gaussian. Adding some incorrect linear chirp to 
the reference pulse results in a retrieved unknown pulse with nearly correct 
pulse width but with an increased quadratic phase. In all cases, deviations of 
the reference pulse from the correct field yield uncertainties in the measured 
pulse that are of the same order as the input error. 

Experimental measurements 

In the following, we describe applications of both SFG XFROG and DFG 
XFROG to retrieve weak pulses from experimental data. 
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SFGXFROG 

Propagation through BK7 glass provides an example of SFG XFROG in 
operation. For this purpose, a beam from a Coherent MIRA 900 Ti:Sapphire 
laser oscillator operating at AD = 800 nm was first characterized using SHG 
FROG. Its pulse was split in two, generating a reference and unknown pulse. 
The unknown pulse was passed through a variable time delay and additionally 
2.5 cm (and, later, 5 cm) of BK7 glass. Then the two pulses were focused by 
a 120 mm lens onto a 300!-Lm BBO crystal, and the spectrum of the cross­
correlation signal was recorded as a function of the delay between the two 
pulses. The measured traces are shown in Fig. 16.2. Since the two pulses are 
different, the XFROG traces clearly display a tilt due to linear chirp acquired 
in the glass, while the corresponding SHG FROG trace would show no tilt. 
The XFROG algorithm used a 64 x 64 pixel trace and yielded the unknown 
pulses with an error G = 0.0029 for 2.5 cm and G = 0.0035 for 5 cm of 
BK7 glass. The error in the SHG FROG measurement of the reference pulse 
was G = 0.0027. The effect of the additional chirp created when the pulse 
travels through more glass on the spectral phase of the retrieved pulses can be 
seen in Fig. 16.3(d). Assuming that the glass with refractive index n keeps the 
spectrum of the pulse unchanged and neglecting dispersion terms of higher 
order, the electric field of the pulse after a propagation length z can be written 
as 

. b ( )2 E(w, z) = E(w, 0)e1z w-wo Z (16.5) 

with 

A3 d2n I b - _0 __ _ 
- 2nc2 dA2 . 

AO 

(16.6) 

By calculating the difference between the quadratic fit of the spectral phase 
of independent measurements and averaging, we obtain a value of the 
chirp parameter b = (466 ± 23)(fs2jcm), in excellent agreement with 
b = 450(f s2 j cm) calculated from the Sellmeier equation. 

In another example, illustrating XFROG's ability to measure a beam with 
potentially poor quality, a 34 mm lens was used to tightly focus the pulse of 
a Coherent RegA 9000 Ti:Sapphire regenerative amplifier into a thin plate 
of sapphire. As a result of the high-intensity due to the tight focusing, the 
medium spectrally broadened and reshaped the pulse due to high-intensity 
induced self-phase modulation and other higher-order nonlinear processes 
in the sapphire crystal. Since the beam had also become spatially inhomo­
geneous, only a small part in the middle of the beam was selected with a 
pinhole to be characterized by XFROG. The MIRA pulse from the previous 
experiment was taken as the reference pulse. Comparing the SHG FROG trace 
(Fig 16.3a) of the reference pulse with the XFROG trace (Fig. 16.4a) of both 
pulses, it can be seen that the unknown pulse contains frequency components 
not present in the reference pulse. But the XFROG algorithm still retrieves 
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Fig. 16.3: (a) SHG FROG trace of reference pulse, (b) XFROG trace with one inch BK7, 
(c) XFROG trace with two inches BK7, (d) Spectral phase of the retrieved pulses as a function 
of frequency deviation from the carrier frequency. 

the unknown pulse (Fig. 16.4c,d) with an error G = 0.00S2. The good agree­
ment between the experimentally measured (Fig. 16.4a) and the calculated 
spectrogram (Fig. 16.4b) indicates that the unknown pulse has been retrieved 
correctly. 

DFGXFROG 

As we mentioned earlier, DFG XFROG is ideal for measuring UV and 
blue pulses, whose SH wavelength is absorbed by SHG crystals. Here we 
give an example of DFG XFROG for measuring two different blue fs pulses 
around 400 nm that were either unchirped or intentionally chirped. In these 
experiments, a beam from a Coherent MIRA 900 Ti:sapphire laser oscillator 
operating at AO = SOO nm was first characterized with standard SHG FROG. 
In order to create the blue unknown pulse, the main part of the beam was 
doubled in a 0.9-mm-thick BBO crystal using type I phase-matching. The 
pulse energies of the blue pulses were in the 60 pJ range. We chirped the 
pulses by propagating them through 2.5 cm of BK7 glass. The second part 
of the SOO-nm Ti:sapphire laser beam was used as the reference pulse and so 
was passed through a variable time delay. The blue unknown pulse and the 
reference pulse were focused by a 120 mm focusing lens at a small angle into 
a 300 IJ-m BBO crystal. The difference frequency signal was generated using 
type II phase-matching [11] and imaged with a focusing lens on the entrance 
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Fig. 16.4: (a) Experimental XFROG trace of a self-phase modulated pulse, (b) reconstructed 
spectrogram using the amplitude and phase data of Fig. 16.4c, (c) amplitude and phase of 
retrieved pulse as a function of time, (d) retrieved pulse in the frequency domain. 

slit of the spectrometer. An OG 590 Schott filter was used to block stray 
light from the blue unknown pulse, which would otherwise be superimposed 
in second order onto the spectrogram. Subtraction of a constant background 
eliminated the stray light contribution by the reference pulse. 

The reference pulse used in the DFG XFROG algorithm was characterized 
by SHG-FROG. It was well retrieved with a FROG error of 0.0023 for a 128 x 
128 pixel trace. The FWHM of its intensity is Tp = 168 fs and the FWHM 
of the spectrum is ~ v = 3.1 THz. The corresponding pulse TBP of 0.52 was 
due to higher-order residual distortions, which were not compensated. 

Running the DFG XFROG algorithm on the experimental spectrograms of 
both blue pulses, we found final FROG errors for the 128 x 128 pixel traces 
were G = 0.0036 for the unchirped pulse and G = 0.0057 for the intention­
ally chirped pulse. Figure 16.5a shows the retrieved temporal intensity and 
phase of the pulses. Due to the influence of the glass, the pulse width broad­
ened from T p = 211 fs to T p = 239 fs. Figure 16.5b shows the measured 
and retrieved spectra of the blue pulses. The agreement between experiment 
and calculation is quite good. The retrieved bandwidth for both pulses is 
~ v = 2.2 THz in comparison to a measured bandwidth of ~ v = 2.7 THz. 
The difference is probably due to group velocity mismatch [13] between the 
fundamental and the second harmonic pulse in the nonlinear crystal, which 
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acts like a spectral filter and hence leads to a spectral width of the retrieved 
pulse which is too small. 

For even shorter pulses, a thinner crystal is required for difference frequency 
generation to reduce the influence of group velocity mismatch. In this case, 
we suggest rotating the polarization of the reference pulse by 90° in order 
to use Type-I phase-matching for DFG, which is broader-band. This will 
also make it possible to remove stray light from the reference pulse with a 
polarizer, yielding a better signal-to-noise ratio, which is important for weak 
DFG signals. 

Conclusion 

XFROG is a powerful extension of the normal FROG technique for ampli­
tude and phase characterization of weak, UV, or complex pulses. Or any pulse, 
really. It uses the spectrally resolved cross-correlation signal of the weak pulse 
with a fully characterized reference pulse to generate a spectrogram, which 
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is analyzed by an iterative algorithm. No spectral overlap between unknown 
and reference pulse is needed, which makes this method very flexible. It's 
versatile and reliable, as has been demonstrated by numerical simulations and 
experiments. 
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17. Measuring Extremely Complex Pulses 

Rick Trebino, Xun Gu, Erik Zeek, and Mark Kimmel 

How Complex is Really Complex? 

In Chapters 14 and 15, we saw that it's possible to measure complex pulses 
using FROG. But what about really complex pulses? Just how far can we go? 
How far can we push the FROG technique before it begins to croak? 

It has recently become possible, using microstructure optical fiber, to gener­
ate ultrabroadband continuum, whose spectrum was measured to be smooth 
and which extends from 400 to rv1600nm [1]. Because it's generated in a 
very small core « 2 microns in diameter), this light has excellent spatial 
quality. And it is considered so stable that it has been used for ultra-stable 
metrology applications [2]. And it's been used for high-spatial-resolution 
optical coherence tomography [3]. Generating it involves simply allowing 
sub-nanojoule 800-nm pulses to propagate through a short length of newly 
developed microstructure optical fiber, which can be nearly dispersion-free 
in the visible. As numerous far-reaching applications are envisioned for this 
light, it is crucial to measure the continuum as well as possible, especially its 
intensity and phase vs. time. 

Such a measurement involves many complications, however. First, a multi­
shot measurement requires that all the continuum pulses in the train be 
identical. Second, the nonlinear-optical process used to make the measure­
ment must have a massive phase-matching bandwidth, exceeding that of the 
continuum. Third, the time-bandwidth product (TBP) of the continuum is 
very large (rv 1 000), making it the most complex ultrashort laser pulse ever 
generated. The most complex pulses ever measured previously [4,5] had a 
TBP of about 10 and were described in Chapters 14 and 15. 

Ultrabroadband XFROG 

Okay, so what do we have to worry about in trying to measure such a 
complex pulse? First, what is its peak power? The answer is rvl nJ/1 ps, 
which is not sufficient for a third-order nonlinearity, so we must use SHG 
FROG or SHG XFROG. Second, is there a SHG crystal that can accommodate 
the enormous bandwidth (1200 nm, which corresponds to 550 THz)? The 
answer is a resounding, "No!" (Surface SHG might be able to do this, but 
its strength is poor, so we don't consider it.) Figure 17.1 shows the phase­
matching efficiency vs. wavelength for an ultra-thin 10-j.Lm thick BBO crystal 
for different cut angles. Note that no angle yields sufficient spectral coverage. 
It would appear that we're stuck. 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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Fig. 17.1: (a) Nonnalized SHG phase-matching efficiency of a lO-lLm-thick BBO for angles 
ranging from 0° to 90°; (b) phase-matching angle tuning curve for SHG and SFG with an 
800-nm gate pulse. 

However, there are some tricks that we can take advantage of. First, notice 
that light whose spectrum extends from 400 to 1600 nm generates SH from 200 
to 800 nm. The main reason that it is impossible to achieve sufficient phase­
matching bandwidth is that all crystals are very dispersive at 200 nm. But what 
if we instead perform an XFROG measurement and gate with a narrower-band 
pulse at, say, 800nm? This will produce sum frequencies extending over the 
much shorter spectral range of 267 to 567 nm. While still a very large range, 
this is getting closer to something that's possible. 

To achieve phase-matching over this still large bandwidth, we must re­
examine some of our unwittingly incorrect assumptions. Specifically, it has 
long been assumed that, in a multi-shot pulse measurement, the phase­
matching bandwidth must exceed the pulse bandwidth for every pulse. It is 
important to realize that, in multi-shot pulse measurements, this assumption is 
overly restrictive. In fact, only the phase-matching bandwidth integrated over 
the measurement period need exceed the pulse bandwidth. As a result, only a 
fraction of the pulse spectrum need be phase-matched on each shot, as long 
as the remaining portion of the pulse spectrum achieves phase-matching on 
other shots during the measurement. Because the range of wavelengths that 
achieve phase-matching depends sensitively on angle, we can angle-dither a 
SHG crystal that is otherwise too narrowband (that is, too thick) to yield a 
significantly increased effective phase-matching bandwidth for a given crystal 
thickness [6]. Because the SHG efficiency scales as the square of the crystal 
thickness, angle-dithering has the additional advantage that it allows us to 
use a thicker crystal (the thickness no longer matters for phase-matching) and 
hence also yields significantly greater signal strength. 

Using an angle-dithered I-mm-thick BBO crystal, it's possible to achieve 
enough bandwidth to easily make XFROG measurements of the continuum. 
These measurements require taking delay steps, 8r, as small as a few fs (the 
coherence time corresponding to a bandwidth of several hundred THz) but 
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Fig. 17.2: Schematic diagram of the multi-shot XFROG measurement apparatus. BS: 
beam-splitter; j..ls: microstructure fiber; b-c: butt-coupling fiber. 

scanning over a delay range, t::.. r, of several ps (the pulse length of the contin­
uum). They also require spectral resolution, OW, corresponding to wavelength 
resolution of less than 1 nm, but a sum-frequency spectral range, t::..w, of 
> 267 to 567 nm. This means taking a trace extending over an approximately 
3000 x 1000 array. Worse, in order to satisfy the Fourier-transform relations 
for the trace (0 r = 1/ t::..w and ow = 1/ t::.. r), the array has to be expanded to 
8192 x 8192 in order to run the FROG retrieval algorithm. Retrievals require 
several hours on a personal computer. 

But the measurement is possible! 
Simple observation of the measured XFROG trace (see Fig. 17.3) reveals a 

quadratic group delay of the pulse vs. wavelength, consistent with the obser­
vation that the group-delay dispersion (GDD) is linear, so the group delay vs. 
wavelength (the integral of the GDD) is quadratic. 

However, the retrieved spectrum from the XFROG measurements has an 
incredible amount of structure, much more than the directly measured spec­
trum. Also, we observe fine-scale structure in the retrieved trace that is not 
seen in the measured trace, a clear indication that something is amiss. Usu­
ally, such poor agreement indicates that the more difficult measurement-the 
XFROG measurement-is contaminated with systematic error. But this time, 
the XFROG measurement will come out on top. 

What's Going On? 

A good indication that much spectral structure exists in the continuum 
comes from theoretical simulations of continuum generation, which predict 
deep and fine structure, especially when the continuum broadens as the input 
pulse energy increases [3]. With a continuum extending from 400 to 1400 nm 
(see Fig. 17.4), the oscillations in the spectrum occur on a sub-nanometer 
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sections in the traces. The retrieved trace contains a very fine-scale polkadot pattern that is not 
in the measured trace, and the retrieved spectrum has very fine and deep oscillations. 

scale, and the positions of ripples shift when very small fractional input power 
changes occur, in agreement with our XFROG measurements. 

In work measuring ultrafast semiconductor laser sources [7], retrieved 
FROG traces have shown structure not present in measured traces, and later 
measurements with improved resolution have revealed the structure. 

A possible explanation for these observations is that variations in the con­
tinuum pulse from shot-to-shot, as predicted by theory [8], are washing out the 
structure in directly measured spectra and in measured XFROG traces. That 
the structure information somehow remains in the multi-shot XFROG trace­
even though it was measured over'" 1 011 pulses-is possible because some 
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single-shot infonnation is preserved in the XFROG trace, as FROG traces 
contain substantial redundancy, and infonnation washed out in one domain 
may remain in the other. Specifically,jine-scalejrequency information is also 
present in the trace in the form of slow oscillations in delay, which are less 
likely to be washed out. 

Verification of this hypothesis requires single-shot spectral measurements 
of the microstructure-fiber continuum. Figure 17.5 shows such measurements. 
Figures 17.5b-e show a 120-nm section of the continuum from 490 to 610 nm, 
with resolution of about 1 nm. Notice that, as the number of shots decreases, 
there appear to be more complex structures in the spectrum. Finally, in a single 
shot, the spectrum exhibits very deep and fine oscillations, and each single­
shot spectrum is different. If we numerically average single-shot spectra (see 
Fig. 17.5e), the oscillations decrease significantly, and the spectrum becomes 
smooth, similar to those in an average over many shots. 

Theoretical XFROG simulations also confinn this hypothesis and the abil­
ity of multi-shot XFROG to see fine-scale spectral structure that otherwise 
cancels out (see Fig. 17.6). Using a cubic spectral phase and a smooth 
super-Gaussian spectrum, we generate a smooth parabolic XFROG trace 
(Fig. 17 .6a-c). Imposing 100% multiplicative noise on the spectrum, however, 
yields a pulse with much structure in its trace (Fig. 17.6d-h). The XFROG 
algorithm retrieves both the smooth and noisy spectra from their respective 
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traces. Averaging 100 of such noisy traces washes out the structure and gen­
erates a seemingly smooth trace, similar to what we measure in a multi-shot 
experiment (Fig. l7.6i,I). Retrieval on the smoothed-out trace not only pre­
serves its gross shape, but also places the fine structure back into the spectrum 
and the trace (Fig. l7.6j,k,m). Also interesting to note is that the spectral phase 
is very well retrieved, whether we start from a smooth, noisy or artificially 
smoothed trace. This simulation imitates the real experiment and strongly 
supports our hypothesis. 

These measurements show, incredibly, that it's possible to measure pulses 
as complex as the microstructure-fiber continuum, with its time-bandwidth 
product of > 1000. Of course, a multi-shot measurement inherently assumes 
that each pulse in the train is identical, and this is most assuredly not the 
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case here. So any such measurement is necessarily non-quantitative. But the 
XFROG measurement much more accurately represented the actual pulse 
spectral structure than the simple averaged spectrum resulted and provided 
the clue that the spectrum was complex. 

Work is now underway to make a single-shot measurement of the 
continuum. Do you think it can be done? 
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18. Non-instantaneous Nonlinearities 

Rick Trebino 

The Real Shorter Event 

It's time for a confession. 
All along, we've been writing the induced polarization of the medium as, 

for example, Esig(t, r) ex E(t)E(t - r), which results in a gate function, 
g(t - r) = E(t - r). In reality, the gate function should be some sort of a 
convolution of E (t - r) with some finite medium response time. In writing 
the above simpler expression, we've been tacitly assuming that the nonlinear­
optical medium responds instantaneously. So when I said we could measure 
pulses without a shorter event, I was really cheating because the medium's 
response really is a shorter event. 

By the way, we're not alone in assuming an instantaneous medium. Indeed, 
all ultrashort-pulse-measurement techniques require nonlinear-optical media 
with an essentially instantaneous response. * For example, autocorrelation 
measurements use SHG, multi-photon absorption, multi-photon ionization, 
or the electronic Kerr effect. These processes all occur on slightly subfemto­
second time scales and so are effectively instantaneous and hence sufficient 
for most pulse measurements. 

Nevertheless, there are good practical reasons for developing measurement 
methods for use with slowly responding media. First, such nearly instanta­
neous effects tend to be weak, so deliberate use of a slower, but stronger, 
medium could extend the use of a technique to lower pulse energies if we 
could figure out how to make measurements using it. In general, it would 
be nice to have a greater choice of materials. In addition, the above "instan­
taneous" processes are often accompanied by non-instantaneous processes, 
such as Raman ringing, which can occur on a many-fs time scale. Also, when 
extremely broadband pulses are to be measured, it can be difficult to avoid 
encountering a single- or multi-photon resonance for some wavelength, which 
introduces slower responses than desired. Finally, subfemtosecond pulses 
have recently been generated, so a slightly subfemtosecond response doesn't 
look so fast anymore. And, of course, I don't want you to think I lied to you. 

It turns out that FROG naturally accommodates a medium with a non­
instantaneous response. FROG's iterative pulse-retrieval algorithm is in 

* The tenn "instantaneous" actually caused the US Patent Office patent reviewer to reject the 
first FROG patent, since, as he pointed out, instantaneous media don't exist. We appealed, lost, 
got dumped into a mode called, "final rejection," appealed to a higher authority, and eventually 
won. The process dragged on for close to five years, nicely explaining the patent reviewer's 
skepticism of anything "instantaneous." 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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Initial guess 
for ESig(t,'t) 

Fig.1S.1: Graphical picture of generalized projections in FROG when the medium's response 
is not instantaneous. Effectively, the shape of the set changes, but the basic idea is the same. 

essence a deconvolution method. Recall that FROG involves only two expres­
sions, one relating the signal field to the data and another relating the signal 
field to the pulse electric field. When a non-instantaneous medium is used, the 
latter expression would become a convolution of some sort (see Fig. 18.1). 
Who's to stop us from using the convolution and simply modifying the FROG 
algorithm to accommodate the more complex expression? 

No one. The FROG algorithm simply involves computing derivatives that 
occur in various minimizations, and, while the expressions will be more com­
plex, it's still straightforward to compute the relevant derivatives, and it's not 
hard for a computer to implement them [1]. 

Raman Effects in Third-order FROG 

Here, we consider the Raman effect, which necessarily accompanies the 
electronic-Kerr effect in FROG using the polarization-gate (PG) geometry. For 
fused silica, it provides slight ringing on a "-'30-fs time scale in the induced 
polarization and hence distorts experimental polarization-gate (PG) FROG 
traces. Unaccounted for, it can lead to retrieved pulses as much as 8% too 
long for the worst case of 25-fs pulses. Fortunately, it's not difficult to con­
struct a modified algorithm, based on the method of generalized projections, 
that accounts for the ringing-or, in principle, any other non-instantaneous 
effect-and accurately retrieves the correct pulse in all cases. In an experi­
mental trace obtained for a 45-fs pulse, the modified algorithm achieved lower 
rms error and a shorter pulse length than previous FROG algorithms, which 
assumed an instantaneous response. 

Using the Raman response offused silica from Stolen and coworkers [2,3] 
and the formalism developed by Hellwarth [4], we can write an expression 
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for the PG FROG signal field including the Raman effect [1]: 

E~(t, r) = E(t)IE(t - r)12 + E(t) [100 dt'b(t - t')IE(t' - r)1 2 

+ E(t - r) [100 dt'[2a(t - t') + bet - t')]E(t)E*(t - r) 

(18.1) 

where the first term is the usual FROG signal field (attributed to the electronic 
Kerr effect), and the second and third terms are due to the slow response 
and correspond to the induced-birefringence and induced-grating terms, 
respectively. The response functions, aCt) and bet) can be approximated [1,5]: 

43 r2 + r2 
a(t) ~ - I 2 2 exp( -t Ir2) sin(t Ird 

342 rl r2 
(18.2) 

and b(t) = 14a(t)/43, rl = 12.2 fs, and r2 = 32 fs. 
The full FROG signal field, Eq. (18.1), when Fourier transformed and 

magnitude squared becomes the FROG trace. In Fig. 18.2, we see the PG 
FROG trace created using the signal field of Eq. (18.2) and the response of 
Eq. (18.2) for a Gaussian, transform-limited pulse with a full-width at half­
maximum (FWHM) of 25 fs. The small tails seen extending to negative delay 
times are a result of the slow Raman response of fused silica. Without the 
slow response, this FROG trace is a perfect ellipse, without any such tails. 

The standard FROG pulse-retrieval algorithm, which explicitly assumes an 
instantaneous response, would attempt to fit the Raman-induced features of the 
trace by modifying the pulse. As a result, it doesn't retrieve the correct pulse 
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Fig. 18.2: The PG FROG trace of a transform-limited Gaussian pulse with a FWHM of 25 fs. 
The material response function of fused silica, including the effects of the slow Raman terms, 
is used to generate the trace. The small features extending to negative delay times are the result 
of the Raman terms. If the material response were truly instantaneous, the trace would be a 
perfect ellipse. The trace background is set to black wherever the intensity is less than 10-4 of 
the peak in order to accentuate the slight distortion of the trace. 
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when a non-negligible slow component of the response exists. Using Gaussian, 
transform-limited pulses with a FWHM of 10 elements on a 64-element array 
as input, we found that the standard algorithm retrieved pulses slightly longer 
than the actual pulses, and slightly asymmetric. The amount of broadening 
is largest for pulses of 25 fs FWHM, as seen in Fig. 18.3. Longer pulses 
are not affected, because the slow response is short compared to the pulse 
length. Extremely short pulses are not affected as strongly because the ratio 
of energy to intensity decreases with pulse length, so that the contribution 
from the integrals in Eq. (18.2) decreases relative to that of the fast term. 

The effects on a 25-fs pulse retrieved with the standard FROG algorithm 
are shown in Fig. 18.4. We see that the time-domain pulse intensity is slightly 
distorted, while the frequency-domain phase has acquired a cubic character. 
These results are typical of the effect of the Raman terms on the retrieved 
pulse. 
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Fig. 18.3: The amount of temporal broadening in the pulse retrieved with the standard FROG 
algorithm due to the non-instantaneous Raman response of fused silica. 
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Fig. 18.4: The intensity and phase in the time domain (a) and the frequency domain (b) of the 
pulse retrieved by the standard FROG algorithm from a FROG trace (Fig. IS.I) distorted by 
the Raman response of fused silica. The original pulse was a 25 fs FWHM transform-limited 
Gaussian pulse. The standard FROG algorithm retrieves a pulse that is S% longer in its temporal 
FWHM, and that has acquired some spectral cubic phase. 
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To improve the accuracy ofPG FROG for 10- to 60-fs pulses, we can include 
Raman effects completely in a modified pulse-retrieval algorithm. The use of 
generalized projections allows us to use an arbitrary response function in the 
FROG algorithm. In this case, the time-domain error function that is now 
minimized in the algorithm is 

N 2 

Z = L IE~ig(ti' Tj) - E~~(ti' Tj)1 
i,j=! 

(18.3) 

Here, E~ig(t, T) is the signal field after magnitude replacement by the exper­

imental data and inverse Fourier transforming, E~~(t, T) is from Eq. (18.2), 

and the summation runs over all the N 2 points in the signal field array. This 
modified algorithm, in principle, exactly retrieves pulses even in the pres­
ence of Raman effects. We tested this modified algorithm on several types of 
pulses, including pulses with complicated intensity and phase structure, and 
have found that in practice all of these pulses are retrieved exactly. The price 
to be paid for this increased accuracy, however, is speed. The modified algo­
rithm runs much more slowly with the non-instantaneous terms: the number 
of calculations scales like N 3 rather than N 2 as in the purely instantaneous 
case. 

We have also tested this modified algorithm on experimental data. The 
inset of Fig. 18.5 shows the PG FROG trace, made using fused silica as the 
nonlinear medium, of a pulse from an optical parametric generator pumped 
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Fig. 18.5: Comparison of the pulse intensities derived by the normal instantaneous­
response-based FROG algorithm and the algorithm modified to include the Raman response of 
fused silica. The Raman-aware algorithm achieved a lower error (0.00622 vs. 0.00733) and a 
shorter pulse (42.4fs vs. 43.9 fs). The pulse phase is also shown. Inset: the PG FROG trace of 
the pulse. The tails seen on this trace are mostly due to residual third-order phase in the grating 
compressor, not to the Raman effect. 
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by an amplified Ti:Sapphire laser. When using the standard instantaneous­
response-based FROG algorithm to invert this trace, we obtained a pulse 
with a 43.9 fs FWHM and a residual rms error per pixel of 0.00733. With 
the modified algorithm, including the Raman response, the FWHM of the 
retrieved pulse is 42.4 fs, and the error drops to 0.00622, indicating better 
convergence using the modified algorithm. 

Experimental noise sets a lower limit on the obtainable error. The intensities 
derived by the two algorithms are compared in Fig. 18.5. Although the theory 
predicts only a 2.7% broadening for this pulse length, rather than the 3.5% 
broadening observed here, this discrepancy is probably due to experimental 
noise. We observed a similar reduction of retrieved pulse width for two other 
experimental traces of 42 and 34 fs FWHM. 

This approach is very general; any response can be modeled. We're 
currently incorporating distortions induced by dispersion in the nonlinear 
medium, and we're considering exotic effects for measuring attosecond 
pulses. 

The pulses discussed in this chapter have the same time scale as the Raman 
response; yet they could be retrieved using the knowledge of the response. Of 
course, if the medium response is much longer than the pulse, this approach 
will probably fail. But you may be surprised to find that in that case, it still 
could work if the response has, say, a fast rise time even if it has a very slow 
fall. 

The same concepts discussed here could also, in principle, be used for the 
converse problem: to extract the response of a medium using the knowledge 
of the pulse field. In other words, if fully characterized pulses are used in an 
experiment, an algorithm such as that described here may perhaps deconvolve 
out the ultrafast response of a medium, even though it is on the order of, or 
even shorter than, the pulses used to measure it. 
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19. Fiber-FROG 

John M. Dudley, John D. Harvey, and Mark D. Thomson 

A wide range of FROG geometries have been used for ultrashort pulse char­
acterisation, based on X (2) nonlinearities such as second-harmonic generation 
(SHG), and X (3) nonlinearities such as polarisation rotation, self-diffraction, 
and third harmonic generation (THG) [I]. The most sensitive technique is 
SHG-FROG, currently able to characterize pulses with pJ energy, but it does 
possess a fundamental ambiguity in the direction-of-time of the retrieved 
pulse. In this Chapter we describe the Fiber-FROG geometry [2], which 
is based on the X (3) (Kerr) nonlinearity in an optical fiber. Using a fiber 
waveguide increases the interaction length so that a X (3) -based geometry gives 
a sensitivity comparable to SHG-FROG, but without any direction-of-time 
ambiguity. 

The Fiber-FROG Geometry 

Pulse propagation in optical fibers generally depends on the combined 
effects of nonlinearity and dispersion. However, depending on the incident 
pulse characteristics and the particular fiber used, pulses can propagate such 
that only nonlinear effects are significant and dispersion is negligible [3]. In 
this case, the nonlinear pulse evolution in the fiber can be used in a FROG 
geometry as shown in Fig. 19.1. Here, incident pulses are split into two repli­
cas with orthogonal linear polarisations (LP) using a polarizing beamsplitter 
(PBS), before being recombined with a variable delay. A half-wave plate 
(A/2) at the input ensures that the output reference pulse E(t) and the delayed 
replica E(t - r) have equal amplitudes. A quarter-wave plate (A/4) converts 

"Fiber-FROG"Trace 

Fig. 19.1: Experimental setup for Fiber-FROG. 
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these LP-fields into counter-rotating circular-polarized (CP) fields, which are 
coupled into a length of fiber, where each pulse experiences a nonlinear phase 
shift due to the effects of self-phase modulation (SPM), and cross-phase mod­
ulation (XPM) from the co-propagating pulse with the opposite CP state. Note 
that the use of CP waves in this way increases the effect of XPM by a factor 
of 2 relative to LP fields and allows residual linear fiber birefringence to be 
neglected. A (A/4) plate at the fiber output converts these CP fields back into 
orthogonal LP fields, one of which is selected with a A/2 plate and PBS to 
generate an output signal: 

(19.1) 

where y is the fiber Kerr nonlinearity coefficient, and L is the fiber length. 
It is clear that the evolution in the fiber generates a nonlinear phase trans­

formation on the reference pulse E(t). In the frequency domain, this leads to 
a constant amount of spectral broadening due to SPM, and a delay-dependent 
nonlinear frequency shift due to XPM. Although XPM in bulk media has pre­
viously been used for complete pulse characterization of mJ energy pulses 
[4], the use of a collinear geometry in an optical waveguide with Fiber-FROG 
greatly increases the sensitivity. A measurement of the spectrum of the output 
pulse as a function of delay thus yields the Fiber-FROG trace given by: 

Is~BER(w, r) = Ii: E~BER(t, r) exp(iwt) dtl2 (19.2) 

from which the pulse E(t) is retrieved using the generalized projections 
(GP) algorithm. The algorithm does, however, require some modification 
for the Fiber-FROG geometry since the XPM phase-gating depends on the 
absolute pulse peak power in the fiber, and thus arbitrary normalization of the 
Fiber-FROG trace is not possible. In our algorithm, the Fiber-FROG trace is 
normalised such that the measured spectrum for each value of delay contains 
the same (experimentally determined) energy. In addition, efficient imple­
mentation of the algorithm requires analytic computation of the gradients of 
the functional distance Z giving the misfit between successive guesses for the 
signal field E!;gBER (t, r). For completeness, these expressions are given in the 
Appendix. 

Experimental Design 

The Fiber-FROG geometry is based on phase-gating, so that there is no har­
monic frequency conversion and thus no explicit phasematching requirement 
to be met. This simplifies the experimental setup. The most important exper­
imental factor in Fiber-FROG is, of course, the choice and length of optical 
fiber used. In particular, the fiber must be sufficiently long so that the XPM 
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frequency shift developed can be measured with adequate signal to noise ratio, 
yet sufficiently short so that dispersion is negligible and propagation remains 
well-described by Eq. (19.1). These constraints depend both on the properties 
of the incident pulses, as well as the particular fiber used, but numerical simu­
lations of the non-linear SchrOdinger equation (NLSE) have been carried out 
to determine accurate guidelines for experimental design. These guidelines 
can be quoted in terms of the nonlinear and dispersive lengths, the charac­
teristic length scales usually used to describe pulse propagation in optical 
fibers. The nonlinear length depends on the pulse peak power Po and the Kerr 
nonlinearity coefficient y and is defined as: LNL = (y PO)-I. The dispersion 
length usually depends on the group-velocity dispersion (GVD) parameter f32 
although for large-bandwidth pulses or near the fiber zero dispersion wave­
length (ZDW), the effects of the third-order dispersion (TOD) parameter f33 
must also be considered. For an input pulse with rms pulse bandwidth I:!.w, 
the GVD and TOD dispersion lengths are defined as: LD = 1/(lf321I:!.w2) 
and L'v = 1/(1f331I:!.w3). Simulation results show that Fiber-FROG can be 
successfully used for pulse characterization provided that the fiber length L 
satisfies L > 0.1LNL and L < 0.05min{LD' L'v}. Note that the use of the 
rms bandwidth I:!.w in these expressions permits their use even with non trans­
form limited pulses. These two constraints together determine the domain of 
applicability of Fiber-FROG. 

Results at 1.5 11m using DSF 

Given the considerations in the preceding section, it is clear that Fiber­
FROG is ideally-suited for pulse characterisation at wavelengths where the 
intrinsic fiber dispersion is minimized, around 1.3 (.Lm in standard silica fiber, 
or around 1.5 (.Lm using dispersion-shifted fiber (DSF). In our experiments 
we have used Fiber-FROG to characterize pulses from an erbium-doped fiber 
laser (EDFL) operating at 1534nm, producing pulses of 1-2ps FWHM at a 
repetition rate of 4.2 MHz. These pulses are typical of those which would be 
used in a high-capacity soliton or dispersion-managed RZ communications 
system, and thus provide an important test of the practical applicability of the 
technique. The experimental set-up was as in Fig. 19.1 where we used 20mof 
commercially-available DSF (Coming SMF-DS) which had parameters: f32 = 
9.5 x 1O-4ps2m-l, f33 = 1.17 x 1O-4 ps3m-l, and y = 1.8 x 1O-3W- 1m-1 

at 1534nm. Applying the guidelines above, such a fiber can be successfully 
used to characterize pulses with an rms bandwidth of I:!.w < 1.6 Trad S-1 

(corresponding to a transform limited pulse duration (FWHM) > 0.6 ps) with 
peak power Po > 4 W. Taking coupling losses into account, this required a 
minimum incident peak power of Po = 12 Won our experimental set-up. 

Figure 19.2 shows experimental results for EDFL pulses with an average 
power of 100 (.L W. Figure 19 .2( a) shows the measured Fiber-FROG trace, cen­
tred about the fundamental wavelength, and containing spectral information 
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Fig. 19.2: Experimental results at 1.5 !-Lm. (a) and (c) show the measured and retrieved 
Fiber-FROG traces and (b) and (d) show the corresponding results after subtraction of the 
SPM background. 

for all values of delay. For large delays the Fiber-FROG trace shows simply 
the self-phase modulated input pulse spectrum after propagation through the 
DSF, but near zero-delay, a delay-dependent nonlinear frequency shift from 
XPM is observed. This can be seen more clearly by subtracting the SPM 
component to obtain a "background-free" trace as in Fig. 19.2(b). Applying 
the GP algorithm to the data in Fig. 19.2(a) yields the reconstructed trace in 
Fig. 19.2(c), with corresponding background-free trace in Fig. 19.2(d). 

The intensity and phase obtained from this retrieval are shown as the lines 
in Fig. 19.3(a). To confirm the accuracy of the Fiber-FROG technique, exper­
iments using standard SHG FROG were also carried out. The SHG-FROG 
temporal ambiguity was removed by an additional propagation experiment, 
and the retrieved intensity and phase from these measurements are shown 
as the circles in Fig. 19.3(a). The retrieval errors were G = 0.0024 for the 
Fiber-FROG trace and G = 0.0012 for the SHG-FROG trace. As with other 
FROG geometries, there exist marginals that can be calculated from the mea­
sured trace to provide an independent check on the data quality [1]. The most 
useful Fiber-FROG marginal is the delay marginal obtained by calculating 
the mean spectral component of the Fiber-FROG trace as a function of delay 
[4]. This is linearly-related to the derivative of the intensity autocorrelation 
function, and can therefore be used to compute the autocorrelation function 
for comparison with that directly measured. Figure 19.3(b) shows the good 
agreement between this computed autocorrelation function (dotted line) and 
that measured (solid line). In addition, a final check on the data quality is to 
compare the measured autocorrelation and spectrum with those derived from 
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Fig. 19.3: (a) Retrieved intensity (left axis) and phase (right axis). (b) Measured autocorre­
lation (solid), that obtained from delay marginal (dashed) and from retrieved pulse (circles). 
(c) Measured spectrum (solid) and that from retrieved pulse (circles). 

the retrieved pulse. These results are shown in Fig. 19 .3(b) and (c) respec­
tively (open circles), and there is clearly very good agreement. The intensity 
FWHM of the retrieved pulses was 1.6 ps, corresponding to an incident peak 
power of 15 Wand an incident pulse energy of 24 pJ. 

Conclusions and Future Opportunities 

Fiber-FROG is a convenient technique for ultrashort pulse characteriza­
tion, particularly at communications wavelengths. Experiments at 1.5!-lm 
have demonstrated the pJ sensitivity associated with SHG-FROG, yet with 
no temporal ambiguity in the retrieved pulse. Experiments to date have used 
commercial DSF, but the use of recently-developed high-nonlinearity DSF [5], 
will allow the technique to be ~se~ over a mu.ch wider range of inpu~ fulse 
parameters. For example, considenng DSF WIth Y = 20.5 X 1O-3W m- I 

[5], we can examine two ways in which the Fiber-FROG technique could 
be improved. Firstly, replacing the 20 m segment of commercial DSF in the 
experiment above with the same length of highly-nonlinear DSF, the mea­
surement sensitivity would increase by an order of magnitude. A second 
application would be to use short lengths of highly-nonlinear DSF to allow 
Fiber-FROG to be used with broadband pulses. For example, a 5 em length 
of this highly-nonlinear DSF would allow the complete characterization of 
30 fs pulses with only 3 pJ energy, again yielding performance comparable to 
SHG-FROG but with unambiguous retrieval. 
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Appendix 

The GP algorithm requires the minimisation of a functional distance metric 
relating the signal fields for two successive iterations: 

N 2 

Z = L I Esig(tb Tj) - E~ig(tb Tj)1 
k.j=! 

(19.3) 

where E~ig(tb Tj) is the signal array from the previous projection and 
Esig(tb Tj) is the new guess of the Fiber-FROG signal. To do this effi­
ciently, we require the analytic derivatives of Z with respect to Re[E(td] and 
Im[E(tk)] [1], and here we give the appropriate expressions for Fiber-FROG. 
First we define: 

a(tb Tj) = Esig(tb Tj) - E;ig(tb Tj), (19.4) 

~(tb Tj) = exp [iY L (~IE(tdI2 + ilE(tk - Tj)12) ] (19.5) 

The expressions for the relevant derivatives are then given as follows: 

az 

N 

= L 2Re {a*(tb Tj)~(tb Tj) (1 + ~iy LE(tdRe[E(tk)J)} 
j=! 

N 

+ L 2Re {a*(tk + Tj, Tj)~(tk + Tj, Tj)~iy LE(tk + Tj)Re[E(tk)J} , 
j=l 

az 

N 

= L 2Re {a*(tb Tj)~(tb Tj) (i + ~iy LE(tk)Im[E(tk)J)} 
j=! 

N 

(19.6) 

+ L 2Re {a*(tk + Tj, Tj)~(tk + Tj, Tj)~iy LE(tk + Tj)Im[E(tk)]} 
j=! 

(19.7) 

We note that Z can also be minimized with respect to the nonlinearity 
coefficient itself, removing the need for a priori knowledge of this parameter. 
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The result in this case is: 
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20. Measuring Two Pulses 
Simultaneously: Blind FROG 

Rick Trebino 

Why One is Not Enough 

It's not sufficient to be able to measure one ultrashort laser pulse; generally, 
one would like to be able to simultaneously measure two such pulses. For 
all ultrafast-spectroscopy experiments involve at least one ultrashort pulse 
to excite a medium and another to probe it, the measurement of both being 
necessary to characterize the experiment. 

In addition, as shorter and shorter pulses are used to determine shorter 
and shorter material events in ultrafast nonlinear-spectroscopy experiments, 
more and more pulse distortions occur in propagating through optics from the 
laser to the sample under study. Since pulse measurements are still typically 
performed at the output of the laser-and not at the sample medium, which is 
where the pulse's parameters must be known-this source of error is becoming 
more and more significant. Thus, it's important to be able to measure the two 
pulses at the sample medium. In other words, the pulse-measurement device 
must be incorporated into the experimental apparatus. 

So pulse-measurement techniques must be able to characterize two or more 
different pulses and do so at the sample medium. And, of course, such a 
technique should be as simple as possible. Is that asking too much? 

Fortunately, it's not. Consider that a standard experiment in many labs 
involves exciting a medium under study with one pulse and then probing it a 
variable delay later with another pulse, often of a different color (see Figs 20.1 
and 20.2). This type of experiment looks familiar. It involves overlapping 
two different pulses in time and space, varying the delay between them, and 
measuring something--often the spectrum!-as a function of delay. Indeed, 
we've already discussed turning a single-color spectroscopy experiment into 
a FROG (Chapters 11 and 14). Now we'd like to measure two different pulses 
at the sample medium by simply replacing the sample medium with, say, an 
SHG crystal. 

In this chapter, we describe such a method. It is essentially XFROG (see 
Fig. 20.3), but with two unknown pulses, rather than with one unknown and 
one known. Like XFROG, it involves performing a spectrally resolved cross­
correlation, in which one pulse gates another pulse [0]: 

Esig(t, r) = P(t)G(t - r) (20.1) 

The nonlinear interaction can be any fast nonlinearity. For example, using a 
polarization-gate beam geometry, P(t) = E 1(t) and G(t) = IE2 (t)1 2 , where 
E1 (t) and E2 (t) are the two unknown pulse electric fields. In this section, 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
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Fig.20.1: A typical nonlinear-spectroscopy experiment, the pump-probe or excite-probe tech­
nique, in which pulse #2 (the pump pulse) excites the medium and pulse #1 (the probe pulse) 
probes it. The signal pulse is the change in the intensity of the probe pulse light, measured vs. 
delay. This set up is easily modified to yield a FROG or XFROG device. 
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Fig. 20.2: Another typical nonlinear-spectroscopy experiment, polarization spectroscopy, in 
which pulse #2 (the excite pulse) excites the medium and pulse #1 (the probe pulse) probes it. 
The signal pulse is the light leaking through the polarizer. Typically, the signal pulse energy is 
measured vs. delay. This set-up is easily modified to yield a polarization-gate (PG) FROG. 

as in XFROG, we'll use sum-frequency-generation (SFG) FROG, for which 
pet) = El (t) and G(t) = E2(t). As in XFROG, the trace is the spectrum of 
the signal field: 

IBlindFROG(W, r) = Ii: Esig(t, r) exp( _iwt)dtI2 (20.2) 

but now we know neither of the fields and must find them both. 
The pulse retrieval problem now is much more difficult than in XFROG, and 

it perhaps would not appear that such a trace contains sufficient information to 
determine both pulses. We'll take advantage of the fact that the mathematics 
that we'll encounter in this two-pulse extraction problem is equivalent to 
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Fig. 20.3: Experimental arrangement for SFG Blind FROG, involving generating the sum 
frequency of the two pulses. 

a remarkable problem, called two-dimensional blind deconvolution [1], a 
technique from image science that quite counter-intuitively allows one to 
extract both the image and an unknown blurring function from a blurred image. 
As a result, we'll call this two-pulse measurement technique Blind FROG. It's 
also been referred to as Twin Recovery ofE-field Envelopes FROG, or TREE 
FROG. Figure 20.3 illustrates the geometry. 

Blind Deconvolution 

I hope you're skeptical because this is quite surprising. Consider that the 
convolution of two functions can be written: 

h(t) = i: f(t')g*(t - t' ) dt' (20.3) 

This expression describes a wide range of phenomena, including the measure­
ment of a pulse intensity with a detector that's too slow to resolve it. Much 
work has been devoted to the problem of obtaining f(t) when get) and h(t) 
are known, and this problem is called deconvolution. It's a well developed 
field, and sophisticated iterative algorithms are available to do it. 

Now imagine that we know h(t), but both f(t) and get) are unknown to 
us. Kind of depressing, eh? Yes, this problem is impossible to solve. There 
are typically infinitely many pairs of functions, f and g, that yield a given h. 
This problem is called blind deconvolution for obvious reasons. 

We can relate one-dimensional blind deconvolution to a familiar problem 
when f = g. Taking the Fourier transform ofEq. (20.3), we have in this case: 

H(w) = IF(w)1 2 (2004) 

If we know h, then, of course, we know H, which is the mag -squared Fourier 
transform of F. Thus, when f = g, one-dimensional blind-deconvolution 
reduces to our old nemesis, the one-dimensional phase-retrieval problem! 
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So one-dimensional blind-deconvolution is actually more difficult than 
one-dimensional phase retrieval because we typically can't even assume that 
I =g! 

Of course, if you've been paying attention, you know that the trick is to 
consider the two-dimensional version of the problem: 

hex, y) = i: i: I(x', y')g*(x - x', y - y') dx' dy' (20.5) 

whereh(x, y) is now the two-dimensional convolution of I(x, y) andg(x, y). 
Again, if we know hex, y) and g(x, y), then it's easy to find I(x, y) using 

the same deconvolution techniques as in the one-dimensional problem. 
Now, what about two-dimensional blind deconvolution, in which we know 

neither I(x, y) nor g(x, y)? 
Amazingly, it has, in fact, been shown that, while the one-dimensional 

blind-deconvolution problem has many ambiguities, the two-dimensional ver­
sion of this problem surprisingly yields essentially unique results, provided 
that a simple constraint, such as finite support or non-negativity, exists [2]. 
And the special case of two-dimensional blind deconvolution when I (x, y) = 
g(x, y) is equivalent to the two-dimensional phase-retrieval problem. 

Blind FROG 

The problem of retrieving two pulses from a spectrally resolved cross­
correlation is equivalent to two-dimensional blind deconvolution! We can 
rewrite the expression for the Blind FROG trace in terms of the Wigner 
Distribution for each pulse field: 

IBlindFROG(w, r) = i: i: Wp(wo, t)Wc(wo - w, t - r)dtdwo (20.6) 

where the Wigner Distribution for a function, E(t), is given by: 

WE(w, r) == i: E (r +~) E* (r -~) exp[-iwt]dt (20.7) 

Specifically, the Blind FROG trace is the two-dimensional convolution of the 
Wigner distributions of the two (unknown) pulses. 

In Fig. 20.4, we see the way that information about both the probe pulse 
pet) and gate pulse G(t) is contained in the Blind FROG trace. It shows Blind 
FROG traces generated by a Gaussian probe pulse with temporal cubic phase 
and an unchirped gate pulse of various widths. Short gate pulses, which have 
a large spectral width, produce Blind FROG traces that are narrow in the delay 
direction and wide in the frequency direction, while longer gate pulses, which 
have a narrow spectrum, have the opposite effect. 
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(a) (b) (c) 

Time 

Fig. 20.4: SFG Blind FROG traces generated by a probe with temporal cubic phase and 
an unchirped gate. Both pulses have a Gaussian intensity profile, and were calculated on a 
64-element array. The probe has a full-width at half maximum of 10, while the gate has a 
width of (a) 4, (b) 8, and (c) 16. As the gate gets smaller, its spectral content increases, so that 
the Blind FROG trace gets wider in the spectral dimension. The longer gate pulse (c), with 
its narrow spectrum, resolves spectral oscillations that are washed out in the traces made with 
shorter gate pulses. 

Thus, it's clear that much infonnation of both pulses is contained in the 
Blind FROG trace. Unfortunately, it's also easy to see that Blind FROG 
doesn't work as well as FROG. There are many ambiguities. For example, the 
Blind FROG trace generated by two independent linearly chirped Gaussians 
is a tilted ellipse, which is defined by only three parameters and hence only 
detennines three of the required four parameters of the two pulses. 

Why? Because we have no additional constraint, such as a mathematical 
fonn constraint that worked so well in FROG or even finite support. All we 
know about the Wigner distributions is that they're real. 

Nevertheless, we can ask how well the technique works and try to fix it. 
Indeed, it's remarkable that any infonnation is available at all. 

The Blind FROG Algorithm 

The task of the pulse retrieval algorithm is to find both pet) and G(t) 
from IBlindFROG(W, r). Fortunately, we can borrow two-dimensional blind 
deconvolution algorithms [2,3]. The Blind FROG algorithm that we use is 
a modification of one such algorithm. And it is also a minor modification of 
the standard generalized-projections XFROG algorithm. 

We begin with guesses for the fields P(t) and G(t), and use these guesses 
to generate Esig(w, r) via a Fourier transfonn ofEq. (20.1) with respect to t. 
On each iteration, we replace the magnitude of Esig(w, r) with the square 
root of the experimentally measured Blind FROG trace intensity, but leave 
the phase unchanged, to yield a modified signal field E~ig(W, r). An inverse 
Fourier transfonn with respect to W generates E~ig(t, r). We then use the 
method of generalized projections [4,5] to generate new guesses for the fields. 
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Specifically, we formulate an error function Z, as 

N 2 

Z = L IE~ig(t, r) - P(t)G(t - r)1 (20.8) 
t,T=1 

The implementation of generalized projections proceeds by holding one of 
the fields fixed and modifying the other field on a given iteration [3]. On even 
iterations we hold G (t) fixed and generate a new guess for P (t) by minimizing 
Z with respectto P (t), while on odd iterations we hold P (t) fixed and generate 
a new guess for G(t) by minimizing Z with respect to G(t). This algorithm 
is effectively two XFROG algorithms, proceeding alternately. The algorithm 
continues until the resulting Blind FROG trace matches the experimental trace 
(or until the error between these two reaches a minimum). 

In view of the ambiguities, we've found that using the spectra of the fields 
(easily measured quantities) as additional constraints improved the conver­
gence of the Blind FROG algorithm considerably. On iterations where one 
field is modified through the use of generalized projections, we also replace 
the spectrum of the other field with its measured spectrum just prior to the 
application of the generalized projection [the minimization of Eq. (20.8)]. 
Including spectral constraints in this manner removes potential ambiguities 
and appears to make the Blind FROG algorithm quite robust. Measurement 
of the spectra can be achieved easily using the same spectrometer and camera 
that records the Blind FROG trace and hence doesn't complicate the apparatus 
significantly. We also emphasize here that we make no assumptions regarding 
the pulses; the above algorithm is completely general. 

Demonstration of Blind FROG 

We've demonstrated Blind FROG experimentally using SHG as the nonlin­
earity in a multi-shot configuration (although a single-shot arrangement should 
be straightforward). The experimental set-up is diagrammed in Fig. 20.3. A 
beam from a Spectra-Physics Tsunami Ti:Sapphire laser oscillator operating 
at 757 nm was split into two beams, a probe and a gate. The gate beam was 
passed through a variable time delay and a 6.5 cm length of BK7 glass. The 
two beams were then focused into a KDP frequency-doubling crystal, and 
the sum-frequency light was frequency resolved by a spectrometer. Record­
ing this spectrum for all relevant delays between the two beams resulted in 
the Blind FROG trace seen in Fig. 20.5. Unlike SHG FROG, the SHG Blind 
FROG trace acquires a tilt from chirp, since the probe and gate fields are 
different. 

We were able to retrieve the time-dependent intensity and phase of both the 
gate and probe fields using the Blind FROG algorithm described above. As 
propagation through BK7 glass leaves the spectrum of this pulse unchanged, 
we used the same spectrum to constrain both the probe and gate fields. Also, 
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Fig. 20.6: The fields of the (a) probe and (b) gate retrieved using Blind FROG, compared to 
the fields retrieved using standard SHG FROG. The agreement is quite good. 

because inevitable noise in the measured spectrum caused the spectrum­
constraining process to introduce excess noise into the fields, after the 
algorithm reached what appeared to be its lowest obtainable error (after 100 
iterations) we performed six additional iterations of the algorithm without the 
spectral constraint. This served to reduce the noise in the retrieved fields. The 
final error G was 0.00194 (on a 128 x 128 pixel trace). 

The retrieved fields are shown in Fig. 20.6. In order to verify the fields, 
we independently made SHG FROG traces of the oscillator beam with and 
without the BK7 present in order to determine the intensity and phase of each 
field separately for comparison with the Blind FROG result. Figure 20.6 also 
shows the probe and gate fields, respectively, each measured with Blind FROG 
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and independently with FROG. The quite remarkable agreement between the 
fields retrieved with Blind FROG and the fields derived with SHG FROG 
indicates that the Blind FROG algorithm was quite successful at retrieving 
the intensity and phase of both the probe and gate fields. 

Blind FROG can operate with all FROG geometries (of course, PG Blind 
FROG only measures the intensity ofthe gate pulse) and should have a variety 
of applications in experiments that require full characterization of both input 
and output pulses, even when one of the pulses is relatively weak. 

Two-trace Blind FROG 

While the above implementation of Blind FROG was interesting, Blind 
FROG unfortunately doesn't always uniquely detennine the pulses unless 
individual pulse spectra are added as constraints. And the algorithms that 
have been developed for Blind FROG tend to stagnate. As a result, Blind 
FROG finds little use, and I frequently recommend against using it. 

Nevertheless, the Blind FROG beam geometry remains compellingly con­
venient for spectroscopy applications. The ability to simply replace the 
experimental sample with a nonlinear medium and to measure two experi­
mental input pulses at the sample would be extremely useful in many research 
efforts. As a result, it is important to improve Blind FROG. This can be done 
by noticing that most nonlinear-optical processes generate two or more signal 
beams (or the nonlinear medium can be forced to generate two signal beams), 
which have different signal beam expressions, and so taking two different 
Blind FROG traces simultaneously is possible. The second trace thus acts as 
the constraint we otherwise lack. 

For example, we'll consider using sum- and difference-frequency gener­
ation, simultaneously [6]. This can be done using sandwiched sum- and 
difference-frequency-generation crystals. It results in an elegant setup in 
which both traces are taken on the same camera trace: 

I~K~FROG(w, r) ex: Ii: E\(t)E2(t - r)exP(iwt) dtI2 

I£f~FROG(w, r) ex: Ii: E\ (t)E;(t - r) exp(iwt) d{ 
(20.9) 

(20.10) 

In order to recover the pulses from these traces, we must modify the FROG 
algorithm to accommodate both traces and both pulses. This is easily done 
and it simply involves considering the problem as two XFROG problems and 
alternating between treating one pulse as known and the other as unknown and 
vice versa. Preliminary computations have indicated that, using both traces, 
the pulses are fully detennined by the data and the retrieval is much more 
reliable. This is because the frequency vs. time contributed by E2 (t - r) 
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Fig. 20.7: Modified excite-probe apparatus for measuring both pulses at the sample medium. 
The sample medium is replaced with crystals that allow both sum- and difference-frequency 
generation, so each pulse acts to gate the other, but with different formulas for the signal beam 
for the different nonlinearities. Two signal fields are then spectrally resolved vs. delay. Only the 
crystals, beam-steering optics, a spectrometer, and a camera need to be added to the original 
excite-probe apparatus to realize this device. 

is time-reversed in the two Blind FROG traces (due to the complex conju­
gate), so, very roughly speaking, each pulse's frequency vs. time can then 
be obtained by adding and subtracting the respective average frequencies vs. 
delay estimated from the two traces. 

We have coded several versions of this new algorithm, and we have found 
it to be extremely robust, and convergence occurs rapidly (although this work 
is in progress). We have found no ambiguities, and it is unlikely that any 
occur, given the similarities to standard FROG, which is very robust. We have 
even found that the two pulses do not necessarily have to be the same length 
(although, in practice, they usually are), but pulses of very different lengths 
probably cannot be measured accurately in this manner. 

Since researchers use, not only the excite-probe geometry, but other geome­
tries such as polarization spectroscopy and induced-grating arrangements, it's 
possible to use analogous simple Blind FROG variations for these cases as 
well. Figure 20.8 shows a PG Blind FROG set-up. In this experiment, the 
probe pulse (pulse #2) passes through a typically isotropic sample medium 
placed between crossed polarizers. In the absence of an excite pulse, all probe 
light is rejected by the second polarizer. The excite pulse (pulse #1), polarized 
at 45° to the probe polarization, can, however, induce some birefringence in 
the sample medium, which may persist until the arrival of the probe pulse. 
This birefringence will then rotate the probe polarization somewhat, produc­
ing light that passes through the second polarizer. When the transmitted pulse 
is measured in some way vs. delay (or wavelength), this is a polarization spec­
troscopy experiment revealing useful information about the sample. When a 
piece of fused silica or other known instantaneously responding medium is the 
sample, and the transmitted pulse spectrum is measured vs. delay, a PG FROG 
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Fig. 20.8: Modified polarization-spectroscopy apparatus for measuring both pulses at the 
sample medium. Note that each pulse is polarized at 45° with respect to the other in the non­
linear-optical medium, so each acts to gate the other. Two signal fields are spectrally resolved 
vs. delay. Only another polarizer, beam-steering optics, a spectrometer, and a camera need to 
be added to the original polarization spectroscopy apparatus for this device. 

trace is produced. Finally, when both possible signal beams are measured, it's 
two-trace PG Blind FROG. 

Thus, the polarization spectroscopist, who would like to measure both 
pulses in hislher experiment, can simply replace the sample medium with a 
piece of fused silica and allow the excite pulse [with field, E2 (t)] to gate the 
probe pulse [with field, E j (t)] achieving the signal field given by: 

Esig(t, r) ex Ej(t) IE2(t - r)1 2 (20.11) 

If the excite pulse is also surrounded by crossed polarizers-oriented at +45 0 

and -450 -then it can be said that the probe pulse is also gating the excite 
pulse. This will then yield a signal field given by: 

E~ig(t, r) ex E2(t) IEj(t - r)1 2 (20.12) 

We can also consider self-diffraction (SD) experiments, which are also 
common (see Fig. 20.9). In this case, the sample medium can be replaced 
with a piece of fused silica, and two self-diffracted pulses can be seen and 
spectrally resolved. 

In SD Blind FROG, the two expressions for the signal fields are: 

Esig(t, r) ex Ej(t)2 E;(t - r) (20.13) 

(20.14) 

Again, the standard FROG algorithm can be modified for these traces. 
SD Blind FROG can also be used in standard two-beam excite-probe exper­

iments if enough pulse energy is available. It is convenient because the two 
self-diffracted beams propagate directions that are different from the two­
beam-excite-probe signal pulse and so the optics do not need to be rearranged 
to perform an experiment. 
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Fig. 20.9: Self-diffraction (SD) (or excite-probe) experimental apparatus in which both the 
excite, E1 (t), and probe, E2 (t - r), pulses are determined by simultaneous SD Blind FROG 
measurements. The two signal beams have the directions determined by 2kl - k2 and 2k2 - k .. 
where kl and k2 are the two input beam k-vectors. As before, the two signal fields are spectrally 
resolved vs. delay. 

Finally, induced-grating, or transient-grating, experiments are also com­
mon. These experiments could in principle have three different pulses to be 
measured simultaneously. Using a thin piece of fused silica, three different 
self-diffracted beams can be generated, involving all three pairs of pulses. A 
similar algorithm can be imagined, but involving perhaps three traces. 

Because most of the apparatus required for these measurements already 
exists in the ultrafast spectroscopy apparatus already present, the addition 
of the required optics to perform these measurements is relatively easy­
much easier than it looks. And these methods should simplify and improve 
the accuracy of the pulse measurement task in most ultrafast spectroscopy 
experiments. 

Finally, it's important to mention that the simple home-brew spectrome­
ter discussed at the end of Chapter 11 may be implemented here as well, 
producing an apparatus that's considerably simpler. 
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21. Principal Component Generalized 
Projections FROG Algorithm 

Daniel J. Kane 

The Need for Speed 

Some pulse-measurement applications, such as pulse-shaping, require 
rapid computation of the intensity and phase. Unfortunately, as discussed 
in Chapter 8, the generalized projections algorithm can take a few seconds to 
converge or longer for very large arrays. This is largely due to the minimization 
step that's required in the standard formulation of generalized projections. 

Under some circumstances, however, a different version of the generalized 
projections algorithm can be used that does not require the minimization step. 
This version [1,2], called Principal Components Generalized Projections, 
converts the generalized projections algorithm to an eigenvector problem. It 
works for FROG, and, it turns out, even better for Blind FROG [3,4]. 

To accomplish this, we borrow ideas from an analysis called Principal 
Component Analysis [5,6], commonly used in analytical chemistry and mass 
spectrometry. First, to make the derivation easier, we'll assume that the probe 
and the gate pulses are completely independent, i.e., Blind FROG. We'll add 
a method later to include the functional dependence between the probe and 
the gate to complete the derivation of the PCGP algorithm for FROG-trace 
inversion. The end result will be a robust, fast and easy-to-program inversion 
algorithm. 

The derivation of the PCGP algorithm requires two important ideas. First, 
a FROG trace can be constructed from the outer product of two vectors (recall 
that the outer product of two vectors produces a 2-D matrix). One vectorrepre­
sents the probe and the other vector represents the gate. Second, a one-to-one 
transformation exists between the outer product matrix and the FROG trace, 
which allows us to convert from the outer product matrix to the FROG trace 
and back to the outer product matrix again indefinitely. 

We'll start with a brief outline of the PCGP algorithm. (For a more detailed 
approach, please refer to the Appendix.) After the outline of the PCGP algo­
rithm complete, we will show how to make the algorithm fast and how to 
convert it to a FROG algorithm for PG and SHG FROG. 

Principal-Components Generalized Projections for Blind FROG 

A Blind-FROG spectrogram, IFROG(w, r), is given by 

IFROG(w, r) = Ii: P(t)G(t - r) exp(-iwt) dtl2 (21.1) 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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where the gate is represented as G(t - r) and the probe as P(t), with P and G 
having different associations with the fields, depending on the beam geometry, 
as described in the previous chapter. 

Suppose P(t) and G(t) are sampled at given values of t with a constant 
spacing of 8t. Then P(t) and G(t - r) can be thought of as vectors oflength 
N whose elements sample P and G at discrete times. These vectors can be 
written as 

P = [P(t]), P(t2), P(t3),· .. , P(tN)] 

G = [G(t]), G(t2), G(t3), ... , G(tN)] (21.2) 

Figure 21.1 below illustrates the steps involved in producing the FROG 
trace from the probe and gate vectors. First, an outer product of the probe and 
gate vectors is taken (upper left). Then, the row number minus one shifts each 
row left (upper right). The columns are rearranged to form the time-domain 
FROG trace, Esig (t, r). Fourier transforming the columns produces the FROG 
trace. Once the FROG trace is calculated, the steps to generate the FROG trace 
can be reversed to produce the outer product matrix again. 

Like all of the FROG inversion algorithms, the PCGP algorithm (Fig. 21.2) 
is usually started using Gaussian pulses with random phase for the initial 
guess for P(t). The initial gate pulse is derived from P(t) according to the 
FROG geometry used. A spectrogram is constructed, and its magnitude is 
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Fig. 21.1: Illustration ofthe steps in the PCGP algorithm for an SHG-FROG trace. The upper 
left image is the outer product. The upper right image shows the outer product after it has been 
row shifted. By rearranging the columns, Esig(t, r) can be constructed (lower left). Fourier 
transforming the columns produces the FROG trace (lower right). 
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Fig. 21.2: Schematic of the PCGP algorithm. 

replaced by the square root of the magnitude of the experimentally obtained 
spectrogram. The resulting signal field vs. frequency and delay is transformed 
to the time-domain using an inverse Fourier transform by column. Next, the 
time-domain signal field is converted to the outer product form (Eq. 21.A3) 
by reversing the steps used to construct the time domain spectrogram. If the 
intensity and phase of the spectrogram are correct, this outer product form 
matrix is a true outer product and has a rank of one. That is, it would have 
one and only one non-zero eigenvalue and one right eigenvector and one left 
eigenvector. The right eigenvector, the probe, spans the range of the outer 
product matrix. The complex conjugate of the eigenvector of the transpose of 
the outer product matrix, i.e., the left eigenvector, is the gate [5]. 

The outer product form matrix produced by the initial guess, however, is 
not of rank one and will have N left and right eigenvectors for an N x N FROG 
trace. Instead of describing a single line in N space, the outer product form 
matrix represents an ellipsoid in N space. The next guess may actually be a 
superposition of two or more different, but linearly independent eigenvectors, 
requiring an optimization such as a minimization of the FROG trace error to 
find the correct superposition. 

Fortunately, a time consuming minimization is not required. Suppose we 
decompose the outer product form matrix, 0, into three matrices such that 

0= U x W X VT (21.3) 

where U and VT are orthogonal square matrices and W is a square diago­
nal matrix. Thus, the matrix 0 is decomposed into a superposition of outer 
products between "probe" vectors (columns ofU) and "gate" vectors (rows of 
VT). Only the diagonal values of W are non-zero and determine the relative 
weights of each outer product, and, therefore, how much each outer product 
contributes to the outer product form O. If we only keep the outer product 
pair with the largest weight, or principal component, for the next iteration of 
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the algorithm, we minimize the function 

N 

8 2 = L IOij - Pi G jl2 
i,j=l 

(21.4) 

where 8 is the error [6]. Note that this is the definition of a projection and 
is similar but not identical to the projection in the GP algorithm discussed 
earlier [3,7,8]. 

One elegant, but computationally expensive, means to find the principal 
vector pair is to use a singular value decomposition (SVD) to decompose 0 
into U, W, and V directly [18,19]. This approach is convenient because many 
commercially available mathematical libraries contain routines to compute 
SVD's. Another way to find the principal vector pair with much less compu­
tational effort than an SVD is to reduce the SVD step to simple, low overhead, 
and fast matrix-vector multiples [9], which is the best approach for real-time 
applications [2]. To find the next guess for the pulse (p(k+l) and gate (G(k+l), 
we only need to convert p(k) and G(k) to p(k+l) and G(k+l) using the following 
equations: 

OOTp(k) = p(k+l) 

OTOG(k) = G(k+l) (21.5) 

where 0 is the outer product form matrix and the superscript T denotes 
the transpose operator. (For a complete derivation of equation 21.5, see 
Appendix A.) 

This implementation of the PCGP algorithm is called the power method 
implementation and is very fast and quite robust; it can loop at nearly 20 
iterations/second on a 60 MFLOPS digital signal processor or nearly 80 iter­
ations/second on a 450 MHz Pentium II (for a 64 x 64pixel FROG trace). 
Good approximations for the pulse usually occur in about 40 iterations [2] 
from an initial guess. 

Conversion from Blind-FROG to FROG 

The PCGP algorithm, as discussed so far, is a Blind-FROG algorithm; the 
probe and gate are independent. The only non-linear interaction assumed is 
the multiplication of the probe by a gate. How the gate is constructed is of 
no concern. As a result, some ambiguities can occur, which, even though 
they are usually minor, can produce erroneous results if ignored [4]. Spectral 
constraints can facilitate inversion of FROG spectrograms using the PCGP 
algorithm. This method has been used extensively to invert experimental 
FROG traces and Blind-FROG traces [to]; see the MI-FROG chapter. Often, 
however, a spectrum is not available, and it would, therefore, be desirable if 
a spectrum were not required to invert the pulse's spectrogram. 
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The conversion of the PCGP algorithm to a FROG algorithm is accom­
plished by summing the outer product of the probe and the gate with the outer 
product of the probe constructed from the gate and the gate constructed from 
the probe [2]. How the gate is constructed from the probe and vice versa is 
determined from the nonlinear interaction. In the case of SHG-FROG, for 
example, the probe is equal to the gate; thus the outer product becomes 

O(k) = p(k) G(k) + G(k) p(k) (21.6) 
IJ I J I J 

forming the FROG trace from the sum of two outer products. Because only 
the principal outer product pair is used for the next estimate of the electric 
field, the two outer products are forced to be equal. The only way the outer 
products can be equal is if the probe and gate are equal. 

This PCGP algorithm works very well for SHG FROG, and it has shown 
that it generally converges faster than the standard GP algorithm [1,2]. SHG 
FROG is a special case, however, because Eq. (21.6) is valid only for SHG 
FROG and must be modified for other FROG geometries. To do so, we note 
that E sig (I, r) can be written in more general form as 

Esig(t, r) = P(t) r[P(t - r)] (21.7) 

where r is the function that produces the gate from the probe, E(l); its 
inverse, r- 1, produces the probe from the gate. Rather than using only the 
outer product of P and G to produce the next time-domain FROG trace, the 
sum of the outer products PiG j and r- 1 (Pi)r(G j ) is used so that the outer 
product on the next iteration is given by 

O(k) = p(k) C<k) + r-1[dk)]r[p(k)] (21.8) 
IJ I J I J 

where O(k) is the sum of the two outer products for the k-th iteration. 
Equation (21.8) allows the PCGP algorithm to be used with any FROG 

geometry where r- 1 exists. In PG-FROG, however, the inverse of the gate 
function does not exist. As a result, a pseudo-inverse must be constructed from 
the square root of the gate intensity and the phase of the pulse. Because the 
square root can cause small fluctuations in the wings of the gate, producing 
artifacts in the next guess for the pulse, instabilities may occur in the algorithm. 
This can be remedied by applying the square root to only well defined portions 
of the gate. Where the gate is not well defined, i.e., where the intensity is near 
zero, the intensity and phase of the pulse is used. To increase the robustness 
of the PCGP algorithm, the pseudo-inverse constraint is applied on alternate 
iterations. This pseudo-inverse method has shown to work well for PG-FROG 
[1], but it does not appear to work well for the self-diffraction geometry. 

Real-time Inversion of FROG Traces 

The PCGP algorithm is fast, easy to program and easy to optimize; it can 
facilitate the inversion of FROG traces in real time if the data acquisition 
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is integrated with the inversion algorithm. Initial work on building such a 
"Femtosecond Oscilloscope" used two commercially available digitial signal 
processing (DSP) boards in a 166 MHz Pentium host PC. One DSP board was 
used for data acquisition while the other DSP board inverted the FROG trace. 
By using this system, 64 x 64 pixel SHG-FROG traces could by inverted at a 
rate of 1.25 Hz and 32 x 32 pixels traces at a rate of 2.3 Hz [1,2]. 

Because of improvements in processor technology, later versions of the 
femtosecond oscilloscope do not require DSP boards. By using a video camera 
and a frame grabber for the data acquisition, 20 Hz inversion rates for 64 x 
64 FROG traces using a dual 550 MHz Pentium TIl workstation have been 
demonstrated. Even faster rates will be possible as camera and computer 
technology improves. 

Appendix A: Derivation of the Principal Components Generalized 
Projections Algorithm 

Construction of the FROG trace from the pulse and gate vectors 

Suppose pet) and G(t) are sampled at given values of t with a constant 
spacing of I1t. Then pet) and pet - r) can be thought of as vectors oflength 
N whose elements sample P and G at discrete times: 

P = [p (-~l1t), P (- (~-1) I1t), P (- (~- 2) I1t), ... , P (~l1t)] 

G = [G ( - ~ I1t) , G ( - (~ - 1) I1t) , G ( - (~ - 2) I1t) , ... , G ( ~ I1t)] 

For simplicity, these vectors can be written as 

P = [P(tl), P(t2), P(t3), ... , P(tN)] 

G = [G(tl), G(t2), G(t3), ... , G(tN)] 

The outer product of P and G is then 

P(tl)G(tl) 
P(t2)G(tl) 

o = P(t3)G(tl) 

P(tl)G(t2) 
P(t2)G(t2) 
P(t3)G(t2) 

P(tl)G(t3) 
P(t2)G(t3) 
P(t3)G(t3) 

(2l.Al) 

(2l.A2) 

P(tl)G(tN) 
P(t2)G(tN) 
P(t3)G(tN) 

P(tN)G(tN) 
(2l.A3) 

The outer product is a rank one matrix that contains all of the points required 
to construct the time domain FROG trace because it contains all of the inter­
actions between the pulse and gate for the discrete delay times. Consequently, 
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a simple rearrangement of the elements of the outer product can transform 
the outer product into the time domain FROG trace. This invertible, one-to­
one mapping is the key to the Principal Component Generalized Projections 
(PCGP) algorithm allowing transformations to be made from the outer prod­
uct form to the time domain FROG trace and vice versa. This transformation 
can be accomplished by rotating the elements of the rows in the outer product 
form to the left by the row number minus one. Applying this transformation, 
we obtain: 

P(t\)G(t\) P(t\)G(t2) P(t\)G(t3) P(t\)G(tN_\) P(t\)G(tN) 

P(t2)G(td P(t2)G(t3) P(t2)G(t4) P(t2)G(tN) P(t2)G(t\) 

0= P(t3)G(t3) P(t3)G(t4) P(t3)G(tS) P(t3)G(td P(t3)G(t2) 

P(tN )G(tN) P(tN )G(t\) P(tN )G(t2) P(tN )G(tN-2) P(tN )G(tN-\) 

r=O r = -6.t r = -26.t r = 26.t r = 6.t 
(21.A4) 

where 0' is the transformed outer product matrix O. The first column of 
Eq. (21.A4) is the r = 0 column; i.e., a point-by-point multiplication of probe 
and gate with no time shift between them. The next column is the r = -!1t 
column where the gate is delayed relative to the probe by one resolution 
element, !1t. The gate appears to be shifted "up" by one resolution element 
with the first element wrapped around to the other end of the vector. Column 
manipulation places the most negative r on the left and the most positive on 
the right. Thus, Eq. (21.A4) is the time-domain ofthe spectrogram formed by 
the multiplication of the probe and gate functions; a discrete version of the 
product P (t) G (t - r). The columns are constant in delay T while the rows 
are constant in time t. This gives exactly the same result as calculating the 
time domain FROG trace directly by shifting the gate in time and multiplying 
the shifted gate by the probe. All that is done here is insuring that there is a 
reversible way to move between the outer product and the time domain FROG 
trace. By Fourier transforming each column of 0', the Fourier transform of 
P(t)G(t - r) is obtained as a function of t. The final step of taking the 
magnitude of the complex result produces the FROG trace. 

Obtaining the Next Guess 

Once the FROG trace is obtained, the intensity constraint is applied, and the 
steps producing the FROG trace are reversed. The columns are inverse Fourier 
transformed. The inverse of the outer-product-to-time-domain-FROG-trace 
inversion is then applied. We call the resulting matrix the outer product form 
matrix because it may not be a true outer product. Only when the algorithm 
is fully converged will the outer product form matrix be a true, rank 1, outer 
product matrix. When inverting experimental FROG traces, however, the outer 
product form matrix is never a rank 1 outer product; the outer product from 
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matrix is rank N (for an N x N pixel FROG trace). The next guess for the 
probe and the gate is obtained by determining the best rank 1 approximation 
for the outer product form matrix. 

Suppose we decompose the outer product form matrix, 0, into three 
matrices such that 

o=UxWxVT (2l.A5) 

where U and VT are orthogonal square matrices and W is a square diago­
nal matrix. Thus, the matrix 0 is decomposed into a superposition of outer 
products between "pulse" vectors (columns ofU) and "gate" vectors (rows of 
VT). Only the diagonal elements ofW are non-zero and determine the relative 
weights of each outer product and, therefore, how much each outer product 
contributes to the outer product form O. If we only keep the outer product 
pair with the largest weighting factor, or principal component, for the next 
iteration of the algorithm, we minimize the function 

N 

82 = L IOij - pi G jl2 
i,j=l 

(2l.A6) 

where 8 is the error [6]. Note that this is the definition of a projection and 
is similar but not identical to the projection in the GP algorithm discussed 
earlier [3,20,21]. 

One elegant but computationally expensive means to find the principal 
vector pair is to use a singular value decomposition (SVD) to decompose 0 
into U, W, and V directly [5,6]. This approach is convenient because many 
commercially available mathematical libraries contain routines to compute 
SVD's. Another way to find the principal vector pair with much less compu­
tational effort than an SVD is to reduce the SVD step to simple, low overhead, 
and fast matrix-vector multiples [9], which is the best approach for real-time 
applications [2]. 

Rather than finding the eigenvectors of 0 and constructing an ortho-normal 
basis from these vectors, an SVD finds the eigenvectors of 00 T (columns of 
U) and OTO (columns of V) which are ortho-normal [5,6]. If the columns of 
U are written as Di and the columns of V are written as Vi, then they satisfy 
the equations 

OoTDi = AiDi 

OTOVi = AiVi (2l.A7) 

where Ai are the eigenvalues, or "weights," and the superscript T denotes the 
transpose operator. 0 can be constructed by 

N 

0= LADiV; (21.A8) 
i=l 
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where all Ai, Vi, and Vi are provided by the SVD, but we only need the Vi and 
Vi corresponding to the largest IAi I, or the principal eigenvectors. (We shall 
denote the principal eigenvectors as VI and VI corresponding to the largest 
eigenvector, Az.) Suppose we multiply an arbitrary nonzero vector Xo by OOT. 
Then 

N 

OOT Xo = LKiAiVi 
i=1 

(21.A9) 

where Vi are the eigenvectors of 00 T, Ai the eigenvalues, and Ki a set of con­
stants. OOT can be thought of as an operator that maps Xo onto a superposition 
of eigenvectors. The process can be repeated, resulting in 

(21.AlO) 

Multiplying equation 21.B9 by (OOT)p-1 gives 

N 

(OOT)P Xo = LKiAfVi (21.All) 
i=1 

As p becomes large, the largest eigenvalue, AI, dominates the sum so that 

(21.A12) 

This method is called the power method [9]. After a few iterations, a very 
close approximation to the principal eigenvector, VI (the eigenvector with the 
greatest eigenvalue), is obtained. This eigenvector is used as the next guess 
for the pulse vector, P (or Pi, when the vector P is written as a set of scalars). 
Consequently, the next guess for the pulse can be obtained by multiplying 
the previous guess for the pulse by OOT. The next guess for the gate can 
be obtained by multiplying the previous guess for the gate by OTO. (For 
polarization-gate FROG, the absolute value of the result for the gate is taken.) 
While better approximations for the eigenvectors may be obtained by using 
these operators several times per iteration, once per iteration is adequate in 
practice [2]. 
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22. Measuring Ultraweak Pulses: 
TADPOLE 

David N. Fittinghoff 

Introduction 

While FROG, and especially GRENOUILLE, can measure pulses with 
picojoule and potentially 10- to 1OO-femtojoule energies, many experiments 
generate even weaker pulses. The difficulty in trying to measure weaker pulses 
with FROG, and indeed in with any potential method for measuring an isolated 
pulse, is the need for the nonlinear-optical process [1,2]. 

Fortunately, ultraweak ultrashort pulses don't exist "in a vacuum." The 
processes that create them generally involve a much stronger pulse as input. 
Indeed, the intracavity processes that produce ultrashort laser pulses are 
nonlinear and necessarily yield only fairly intense pulses, which are eas­
ily measurable using FROG. Thus, a well-characterized reference pulse is 
available in most cases. 

With a well-characterized reference pulse, it's possible to measure the inten­
sity and phase using a linear technique, and hence with great sensitivity. The 
method I'll describe is simply the combination of two well-known techniques, 
FROG and spectral interferometry (SI). FROG characterizes the reference 
pulse directly from the laser, yielding, in particular, its spectral phase, CPref(W). 
Then SI, which simply involves measuring the spectrum of the sum of two 
pulses (and hence is very sensitive), measures the spectral phase difference 
between the unknown and the reference pulses: /:l.¢(w) = CPref(W) - cp(w), 
where cp(w) is the phase of the ultraweak unknown pulse spectral phase and 
CPref(W) is the phase of the reference pulse. Knowledge of CPref(W) from the 
FROG measurement will then yield cp(w), and because the unknown pulse 
spectrum is easily measured (using the same SI apparatus), the FROG and 
SI measurements together yield the full intensity and phase of the unknown 
ultraweak pulse. 

The combination of FROG and SI, often called Temporal Analysis by Dis­
persing a Pair Of Light E-fields (TADPOLE), has been used to measure trains 
of pulses as weak as 42 zeptojoules, or 42 x 10-21 joules per pulse. This mea­
surement represents an eight-order-of-magnitude improvement in sensitivity, 
in intensity-and-phase measurement, over pulse measurements involving non­
linear processes. TADPOLE also has the advantage that it can be implemented 
to measure the intensity and phase as functions of position along a line as well 
as functions of time (or frequency). 

R. Trebino, Frequency-Resolved Optical Gating: The Measurement of Ultrashort Laser Pulses
© Kluwer Academic Publishers 2000
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Spectral Interferometry 

Spectral interferometry, also called frequency-domain interferometry or 
Fourier-transform spectral interferometry, was first introduced by Froehly 
and coworkers [3,4], and it has been used for several applications [5,6]. SI 
involves simply directing a signal and a reference pulse with electric fields 
E(t) and Eref(t), respectively, collinearly into a spectrometer (see Fig. 22.1) 
with a time delay T between them. The measured SI spectrum is: 

Ss/(w) = 1.17 {Eref(t) + E(t - T)} 12 

= IEref(W) + E(w)e-iwT 12 

= I)Sref(w)eiq:>ref(W) + )S(w)eiq:>(W)-iWTI 2 

= Sref(W) + SeW) + )S(W))Sref(W) [eiq:>ref(W)-iq:>(w)+iwT + c.c.] 

= Sref(W) + SeW) + 2) Sew)) Sref(W) COS(CPref(W) - cp(W) + wT) 
(22.1) 

Here Sref(W) and Sew) are the spectra of the reference and signal pulses, 
respectively, and the negative frequency component is ignored. Thus the 
spectral interferometry signal is the sum of the two individual spectra plus 
an interference term, which has fringes determined by T and the desired 
phase difference, /).</>(w) = CPref(W) - cp(w). 

An advantage of SI is that it is a heterodyne technique and amplifies the 
weak pulse. Choosing the reference pulse to be M times more intense than the 
unknown pulse produces fringes that are 4 MI/2 times as intense as the spec­
trum of the unknown pulse. The only requirement of SI is that the spectrum 
of the unknown pulse lies within that of the reference pulse. 

The main drawback to SI for ultrashort pulse measurement is that it cannot 
by itself be used to measure the intensity and phase of an unknown pulse 
unless the reference pulse is assumed to have a constant phase. If the pulse is 
used to measure itself in SI, its spectral phase cancels out. 

Another issue in SI is the need for perfect beam collinearity and excellent 
spatial coherence, or the fringes also cancel out. 

Fig.22.1: Apparatus for Spectral Interferometry measurements of the frequency-domain phase 
difference between two pulses. 
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Finally, SI requires that the spectrum of the reference pulse contain the 
entire spectrum of the unknown pulse. 

Data Analysis in Spectral Interferometry 

Several well-known fringe-inversion techniques can extract Ilcf>(w) from 
SSI [7-9]. All begin by recognizing that a spectrometer measures points evenly 
spaced in wavelength, A, and not in frequency, w, so the measurement scale 
must be converted from wavelength to frequency. 

Dual-Quadrature Spectral Interferometry 

Dual-Quadrature Spectral Interferometry involves measuring not only the 
cosine (as in Eq. 22.1), but also sine. This is accomplished by inserting a rr /2 
phase shift (e.g., a wave plate) in one arm of the spectral interferometer [7]. 
This yields an additional SI spectrum with a phase-shifted reference beam: 

S~I(w) = liEref(W) + E(W)e- iWT I
2 

= Sref(W) + Sew) + 2) Sew») Sref(W) sin (CPref(W) - cp(w) + wT) 
(22.2) 

Both cosine and sine results can be measured simultaneously at the outputs of 
a polarizer. By measuring Sref(W) and Sew) separately, it's possible to remove 
the non-interferometric part of the signals leaving only the sine and cosine 
parts of the signal. Knowing both quadratures, it's then possible to determine 
CPref(W) - cp(w) + wT. By either setting T = 0 before the experiment or by 
extracting the linear term w T from the phase, the desired phase difference 
Ilcf>(w) emerges. 

While DQSI provides a sensitive and elegant measure of the phase, it's 
rarely used due to its more complex experimental configuration. 

Fourier-Transform Spectral Interferometry 

The most commonly used form of SI is Fourier-Transform Spectral Interfer­
ometry (FTSI) and its variants [7-10]. In this approach, the phase difference is 
extracted by Fourier-transforming the spectrum, filtering out the negative and 
zero-frequency components, frequency-shifting the positive-frequency com­
ponent to dc (to remove the delay term), and inverse-Fourier-transforming 
back to the frequency domain. The phase of the resulting spectrum is then the 
phase difference between the reference and unknown. Sref(W) + Sew) may be 
subtracted from SSI(W) before the Fourier transform and must definitely be 
subtracted whenever the individual spectra have variations on the order of the 
interference fringes. Otherwise, it isn't possible to separate the spectra and 
interference in the Fourier domain. 
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The magnitude of the relative delay also emerges from the analysis (it's 
the linear term associated with the frequency-shift to dc) and hence doesn't 
need to be independently measured except to determine its sign and avoid 
an ambiguity in the sign of the cosine argument. In fact, ,JSref(W),JS(w) 
may also be extracted from the analysis, so there's no need to measure the 
spectrum of the unknown pulse as long as the spectrum of the reference is 
known precisely. 

TADPOLE: Combining Spectral Interferometry and FROG 

To demonstrate TADPOLE for measuring ultraweak ultrashort pulses, we 
used SHG FROG to measure a train of linearly chirped 145 fs reference 
pulses directly from a Ti:Sapphire oscillator [9]. Figure 22.2 shows the SHG 
FROG trace and retrieved spectrum and phase of the reference pulses and the 
measured spectrum for comparison. 

The train of pulses was then passed through neutral density filters and 16 cm 
of fused silica, lengthening the pulse to 250 fs to simulate the performance 
of a material-characterization experiment (see Fig. 22.3). The weak 250 fs 
pulse was then combined with an attenuated piece of the reference pulse in a 
spectrometer. A delay was chosen that yielded approximately twelve fringes 
across the spectrum. A thermo-electrically cooled CCD camera then recorded 
the SI spectrum for a 0.5 second exposure. Even though the experiment is 
interferometric, there was no need to stabilize the interferometer over this 
time scale. It was possible to make a clean measurement for average powers 
of 4pW and 36.4pW (l68nW and 2.61J-lW peak powers) in the unknown 
and reference arms of the experiment, respectively. Thus the average energy 
per unknown pulse was only 42 zJ or 1/5 of a photon. Such sensitivity is partly 
due to the high repetition rate, but is also due to the high sensitivity of cooled 
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Fig. 22.2: (a) The FROG trace of the reference pulse used in TADPOLE experiments. (b) 
The reference-pulse measured spectrum (solid circles) and the retrieved spectrum and spectral 
phase from the FROG trace. Using a 128 x 128 grid for the FROG trace, the FROG algorithm 
produced a FROG error of 0.0038. 
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A 

Fig. 22.3: The apparatus for TADPOLE measurements of ultraweak pulses generated in an 
experiment. In this work, the "experiment" consists of 16 cm of fused silica to stretch and chirp 
the pulse and attenuation by a factor of 109 . 
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Fig. 22.4: The Spectral Interferometry spectrum (solid line) and the unknown pulse spectrum 
(dashed line). 
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Fig. 22.5: The spectrum and phase of the unknown ultraweak pulse train measured using 
TADPOLE (solid and open circles, respectively), and using FROG (solid and dashed lines, 
respectively). The calculated phase predicted by adding the phase change due to the known 
dispersion of quartz to the reference phase (solid diamonds). 

CCD cameras, the linear lossless nature of the technique, and the heterodyne 
effect discussed above. 

Figure 22.4 shows the S1 spectrum and unknown pulse spectrum obtained 
by blocking the reference beam. The unknown pulse's spectrum and the phase 
obtained using FrS1 are shown in Fig. 22.5. For comparison, the figure shows 
the independently measured spectrum and phase obtained by using FROG on 
the unattenuated pulses. It also shows the phase calculated from the dispersion 
of quartz and the phase of the reference phase. Figure 22.6 shows the unknown 



372 David N. Fittinghoff 

1.2 ,.----r---r--..,.---, 

~ 
In 

20.8 
..!: 

~ 0.4 
E 
o z 

- FROG Intensity 
• TAD. Intensity 

d 

- - . FROG Phase 4 
o TAD. Phase 

2 -0 
::J 
III 

o lfl 

~ 
-2 J:; 

-4 
O'--_---'-___ --.L.--"_-'------' 

-1000 -500 0 500 1000 
Time(fs) 

Fig. 22.6: The temporal intensity and the phase of the unknown ultraweak pulse train measured 
using TADPOLE (solid and open circles, respectively), and using FROG (solid and dashed lines, 
respectively). 

pulse's intensity and phase versus time using TADPOLE and FROG. The 
FROG and TADPOLE measurements agree, and the change in the phase is 
also consistent with the known dispersion of quartz. Since the reference pulse 
is appreciably chirped, a measurement assuming a transform-limited pulse 
would have been inaccurate. 

Conclusions 

The ultimate sensitivity of TADPOLE is extremely high: the measurement 
of zJ pulses, shown above, still involved "-'5000 counts per pixel. Additional 
attenuation by ~ 100 would therefore have been possible, yielding sensitivity 
for pulse trains in the yoctojoule (10-24 J) range, or a small fraction of a 
photon per pulse. Single-shot measurement of an individual pulse in the sub­
femtojoule range should also be possible. 

TADPOLE also appears to be an excellent method for measuring shaped 
ultrashort pulses [11]. Because they are often spread out in time, such pulses 
can be too weak to yield sufficient signal in a FROG measurement. Shaped 
pulses can also be so complex that they would require an inconveniently large 
number of data points in a FROG trace. The SI spectrum, on the other hand, has 
the advantage (for this purpose) of being one-dimensional, thus requiring sig­
nificantly fewer data points for a given level of pulse complexity than FROG. 
Since the shaped pulse is usually constructed from a nearly transform-limited 
pulse, the latter pulse provides an ideal reference pulse, easily measured using 
FROG. 

Thus, TADPOLE-the combination of FROG and SI-extends the sensitiv­
ity of rigorous full characterization of ultrashort laser pulses by many orders 
of magnitude, which should be useful for many applications when highly 
coherent beams are available. As a final note, the experimental arrangement 
is similar to the homodyne detection used to characterize quantum fields [12]. 
Indeed, in a slightly modified form, this technique can in principle be used to 
measure quantum field statistics of pulsed fields. 
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23. Measuring Ultrafast Polarization 
Dynamics: POLLIWOG 

Arthur L. Smirl 

Introduction 

It is well appreciated that by studying the phase and the amplitude of 
coherent ultrashort signals that are transmitted, reflected or emitted from mate­
rials during linear and nonlinear optical experiments one can obtain valuable 
information about the optical interactions and the fundamental processes in 
those material systems. Many of the signals of interest (e.g., those from four 
wave mixing (FWM) experiments) are very weak and require very sensitive 
measurement techniques. As described in previous chapters, characterization 
techniques [1-3] that provide both the amplitude and phase of an ultrashort 
pulse have been developed over the last decade, but each requires a nonlin­
ear process. Consequently, both for practical and for fundamental reasons, 
they are of no use for very weak signals. Recently, in partial response to this 
need, a method of completely measuring the intensity and phase of an almost 
arbitrarily weak coherent signal has been demonstrated by performing spec­
tral interferometry (SI) [4-9] with a well-characterized reference pulse [8,9]. 
The latter technique has been given the acronym TADPOLE by Fittinghoff 
et al. [9] and is described in some detail in the previous chapter. As described 
in Chapter 22, however, TADPOLE (and similar) techniques are scalar in 
nature. That is, they characterize the amplitude and phase of only a single 
polarization component. 

However, much useful additional information is often carried in the tempo­
ral dynamics of the polarization state. For example, when a linearly-polarized 
ultrashort pulse traverses an anisotropic nonlinear material, the emerging light 
is both elliptically polarized and the polarization is rotated. Moreover, the 
polarization state changes in time from the front to the back of the pulse. In 
such a case, measurement of the polarization state (i.e., the ellipticity and the 
orientation of the ellipse) allows the simultaneous determination of both the 
nonlinear birefringence and the dichroism, which yields information about 
the anisotropy in the real and imaginary parts of the nonlinear susceptibili­
ties [10]. As another example, it has been shown [11-13] that the polarization 
state of the ultrafast coherent FWM emission from semiconductors varies 
continuously in time and that these dynamics provide useful new information 
about coherent processes and exciton-exciton interactions in these materials. 

In this chapter, we demonstrate that a dual-beam version of the SI tech­
niques [8,9] discussed in Chapter 22 can be used to measure the vectorial 
dynamics of extremely weak signals by determining both the amplitudes and 
the phases of two orthogonal components of the signal. We begin with a 
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description of the technique. Then we illustrate the use of this technique to 
measure the vectorial dynamics of coherent emission from semiconductor 
multiple quantum wells (MQWs) and to demonstrate that the polarization 
dynamics can be sensitive to many-body and to quantum interference effects. 
Finally, we compare the present technique to earlier attempts to time-resolve 
the polarization state. 

POLLIWOG 

The dual-beam geometry that we use to perform spectral interferometric 
measurements on both the x and y-components of an optical signal is shown 
in Fig. 23.1. For purposes of illustration, the signal is shown coming from a 
FWM experiment, but it could be generated by any linear or nonlinear exper­
iment. Moreover, the signal can have x and y components with independent 
and arbitrary temporally-varying amplitudes and phases. The reference pulse 
is linearly polarized at 45°, so that it has equal x and y-components. A single 
fixed time delay r is introduced between the reference pulse and the FWM sig­
nal' and the amplitude and the phase of the reference are carefully measured. 
Anyone of several techniques that have been discussed (or referenced) in 
previous chapters can be used to provide a fully characterized reference pulse 
(e.g., [1-3]). In our case, we chose to use second harmonic frequency resolved 
optical gating (SHG-FROG) [14]. A spectral interferometric (TADPOLE) 

Fixed 
Delay 

Maw 

li~ 
(b) ~ 

Cll 

CCDDi I 

Fig.23.1: (a) Spectral interferometric geometry for the dual-channel (POLLIWOG) measure­
ment of the amplitude, phase, and polarization state of a FWM signal; (b) schematic of spectral 
interferograms for the x and y components as displayed on the CCD array attached to the spec­
trometer. FROG denotes the setup for the characterization of the reference pulse by Frequency 
Resolved Optical Gating. 
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measurement is then separately performed on the x and y components of the 
signal by combining the reference and the signal collinearly, by separating the 
combined reference and signal into x and y components, and by separately 
dispersing the x and y components with a spectrometer. 

Typical spectral interferograms for the x and y components as recorded on 
a CCD array are shown in Fig. 23.1(b), and each has the form 

S~I(W) = S!ig(W) +S:ef (w)+2J S!ig(W)J S:ef(W) cos (CP!ig(W) - CP:ef(W) - wr) 
(23.1) 

where S!igCW) and S;ef(w) are the spectral intensities; CP!ig(W) and CP~f(w) are 
the spectral phases of the signal and reference pulses, respectively, and where 
i takes on the values x and y for the two polarization directions. The delay r 
(typically a few ps) is chosen to yield fringes of a convenient spacing. Since 
the spectral intensity and spectral phase of the x component (y component) 
of the reference pulse are fully known (in this case, from the FROG charac­
terization) and since the spectral intensity of the x component (y component) 
of the FWM signal can be separately measured by blocking the reference and 
measuring it with the spectrometer, then the amplitude and phase of the x 
component (y component) of the signal and the delay r can be retrieved from 
the corresponding spectral interferograms using one of several fringe inver­
sion techniques [8,9,15] that have been discussed previously. The temporal 
intensities and phases are then obtained by inverse Fourier transformation. 

The technique described here [16] can be readily recognized as an extension 
of the dual-quadrature spectral interferometry discussed by Lepetit et al. [8], 
except that in [8] the reference pulse was circularly polarized, rather than 
linearly polarized as it is here, and the orthogonal components of the refer­
ence were used to obtain quadrature in the spectral interferograms to improve 
signal-to-noise rather than to measure the polarization state. Our technique 
should also be readily recognized as a dual beam version of the TADPOLE 
(acronym for .Temporal Analysis by Dispersing a ~air Of ~ight ~-fields) tech­
nique described in the previous chapter (and in [9]), with FROG providing 
the fully characterized reference pulse. Consequently, in the spirit that led to 
the acronyms FROG and TADPOLE, it has been suggested that we refer to 
this technique as POLLIWOG for POLarization ~abeled Interference versus 
Wavelength of Only a Glint, and we often find it convenient to do so. While 
it has been suggested that spectral interferometry (SI) might be used to deter­
mine the polarization state of the unknown signal pulse (see footnote 22 of 
[8]), to our knowledge, this is the first actual use of SI for this purpose. 

Complete Characterization of the Coherent Emission from the 
Heavy-Hole Exciton 

In this section, we illustrate the use of this technique, and we demonstrate 
that the time-resolved polarization state of the coherent FWM emission from 
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MQW's is sensitive to many-body effects and contains essential information 
about them that would be difficult to obtain in any other way. The FWM 
geometry that we use also is shown in Fig. 23.1. Each rv 100 fs pulse from our 
mode-locked Ti:sapphire laser (not shown) is divided into three parts. Two of 
the pulses, with wavevectors kl and k2, are used to generate the FWM signal 
in the 2k2 - kl direction, as shown. The third part serves as the reference. In 
this demonstration, we will focus on measurements that can be most easily 
understood and interpreted. That is, we will focus on a single set of FWM 
experiments in a single MQW sample in which we excite only the heavy-hole 
(hh) transitions, thus, eliminating the need to consider hh-light-hole (hh-lh) 
beating phenomena. Furthermore, we will concentrate on a single polarization 
scheme for the incident radiation. Namely, we will measure the amplitude, 
phase and polarization state of the FWM emission as the linearly polarized 
field E 1 of the k1-pulse is rotated through an angle e12 with respect to the 
fixed linearly polarized field E2 ofthe k2-pulse, as indicated in Fig. 23.1 and 
in the inset of Fig. 23.2. And, finally, we will fix the time delay between 
the two pump pulses at T21 = +300fs. We have performed an extensive 
set of such measurements (at both positive and negative delays) both using 
POLLIWOG [17-20] and using the direct time-resolved ellipsometric (TRE) 
techniques [12,13] to be described later . 
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Fig. 23.2: Measured spectral intensities, (a) Sx(w) and (b) Sy(w), and spectral phases, (c) 
C{Jx(w) and (d) C{Jy(w), for the x component and the y component, respectively, of the FWM 
signal for an angle between the two linear input polarizations of e12 = 60° and for a time delay 
"["21 = +300 fs. The top inset schematically shows the geometry and the nomenclature used for 
the two input polarizations: The linear s-polarization of E2 was fixed along the x direction, and 
the linear E I-polarization was rotated counter-clockwise. The bottom inset shows the positions 
of the heavy-hole (hh) and the light-hole (lh) emission spectra with respect to the laser spectrum. 
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The measurements of the hh emission to be described here were performed 
on a sample consisting of 10 periods of 14-nm-wide GaAs wells separated 
by 17-nm-wide Alo.3Gao.7As barriers. The sample was processed by mount­
ing it onto a glass flat, by removing the GaAs substrate with a selective 
etch to permit transmission measurements, and by applying an antireflec­
tion coating to the exposed semiconductor-air interface to reduce Fabry-Perot 
effects. The measurements were performed at 80 K to ensure that the hh exci­
ton was homogeneously broadened. At this temperature, the hh exciton has a 
linewidth of'" 1.3 meV. The splitting between the heavy-hole (hh) and light­
hole (l h) excitons is '" 12 me V. The peak absorption coefficient at the hh peak 
is "'9 x 104 cm -1, corresponding to a peak absorbance of '" 1. 3. 

To reduce the number of lh and free carriers that were generated, the band­
width of the two pump pulses was restricted to '" 12 me V, which resulted in a 
measured pulsewidth of 150 fs, and the laser was tuned "'6 me V below the hh 
exciton, as shown schematically in the inset of Fig. 23.2. With this bandwidth 
and this detuning, we estimate the initial lh exciton and free-carrier popu­
lations to be less than 5% of the hh population, and at the fluence reported 
here ("'1, . .d/cm2), we estimate the hh areal density to be "'4 x 109 cm-2 

(corresponding to ",3 x 1015 cm-3). 
Typical spectral intensities and spectral phases for both the x and y compo­

nents of the FWM signal (which are extracted from the corresponding spectral 
interferograms) are shown in Fig. 23.2 for an angle between the two input 
polarizations of 812 = 60°. Notice that the x and y responses are very differ­
ent. It is not sufficient to measure a single component or to perform a scalar 
measurement that integrates over all polarization directions. The vectorial 
nature is importantl Specifically, notice that the emission for the y component 
is different in magnitude from the x component, that it is spectrally broader, 
and that it is slightly red-shifted with respect to the x component. In fact, this 
shift ('" 1.5 me V) is comparable to the expected biexcitonic binding energy. 
In addition, qJx and qJy are similar in shape; however, they are dramatically 
different in absolute magnitude and their phase difference (qJx - qJy) varies 
with wavelength. The second major point is the importance of measuring the 
spectral phases as well as the amplitudes. This phase information is not pro­
vided by conventional techniques. If we had failed to measure the spectral 
phases, then the spectral amplitudes shown in Fig. 23.2 could correspond to 
any number of temporal responses, depending on the shape and magnitude 
assumed for the spectral phases. 

The corresponding temporal responses that are obtained by inverse Fourier 
transformation of the data in Fig. 23.2-including the measured spectral 
phases, qJx(w) and qJy(w),-are shown in Fig. 23.3. The time origin is taken 
to coincide with the center of the E 2-pulse (t2 == 0). In order to simplify the 
presentation, we avoid the complications associated with the finite width of 
our pump pulses by plotting only the data for times t > 300 fs. In this way, 
we ensure that all emission shown occurs after both pulses have completely 
exited the sample. As in the spectral domain (see Fig. 23.2), notice that the x 
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Fig. 23.3: Measurements of (a) the x component of the intensity JAt), (b) the y component of 
the intensity Jy(t), and (c) the difference between the temporal phases rjJAt) -rjJy (t) for an angle 
of 812 = 60° between the two linear input polarizations and for a time delay !2l = +300 fs. 
The data are obtained by inverse Fourier transformation of the spectral data of Fig. 23.2. 

component of the emitted field has a distinctly different temporal behavior than 
the y component and that the difference in their temporal phases l!>x(t) -l!>y(t) 
varies dramatically in time. In particular, fAt) continues to grow long after 
the two pump pulses have exited the sample. This behavior is a consequence 
of many body effects, and it suggests that such effects must, in general, be 
included. By comparison, fy(t) decays more or less monotonically once the 
pump pulses have exited the sample. I want to emphasize that if we had per­
formed a single scalar measurement then we would have simply obtained the 
total intensity, 1o, and the information about the differences in the x and y 
amplitudes and phases would have been lost. Finally, of course, time-varying 
differences in the amplitudes and phases imply that the polarization state of 
the emitted radiation is varying in time. 

The dynamics of the polarization state perhaps are more evident if the 
data are displayed in terms of the parameters that directly define the polar­
ization ellipse, as shown in Fig. 23.4. The nomenclature that we use for the 
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Fig. 23.4: Measurements of (a) the azimuthal angle I1sig (t), (b) the ellipticity angle s(t), and 
the total intensity lo(t) for an angle of 1112 = 60° between the two input polarizations. The time 
delay was fixed at r21 = +300 fs. The notation used for the polarization ellipse is shown in the 
inset. The dashed vertical line indicates the time at which I1sig undergoes a ±90° discontinuity 
in orientation and the light is roughly circularly polarized <lsi ~ 4Y). 

polarization ellipse is shown in the inset. Here, esig denotes the azimuthal 
angle that determines the orientation of the polarization ellipse; t: represents 
the ellipticity angle, which is determined by the ratio of the minor to major 
axes of the ellipse; and 10 is the total intensity. The orientation of the polar­
ization ellipse esig , the degree of ellipticity t:, and the total intensity 10 are 
related to the intensities and phases of the x and y components of the field by 
the following expressions: 

( ) 2Jlxly ( 
tan 2esig = cos ¢x - ¢y) 

Ix - Iy 
(23.2) 

2Jlxly 
sin(2t:) = sin(¢x - ¢y) 

Ix + Iy . 
(23.3) 

10 = Iy + Ix (23.4) 
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Fig.23.5: Schematic drawings of the polarization ellipses corresponding to the data in Fig. 23.4 
for selected time delays. 

Clearly, both the orientation and the ellipticity of the emitted FWM signal 
vary dramatically and systematically with time. 

The evolution of the resulting polarization ellipse is qualitatively sketched 
in Fig. 23.5. In this figure, we have sketched the ellipses corresponding to the 
data in Fig. 23.4 for e12 = 60° for selected times. Notice that at t = 300 fs the 
ellipse oriented with its major axis at esig rv -70°, and the ellipticity is small. 
As time progresses, the orientation of the ellipse remains roughly constant, 
but the ellipticity increases, until at t rv 1140 fs, the ellipse is approximately 
circularly polarized. At this moment, the orientation is clearly undefined. 
A moment later, the major axis has become the minor axis, and the ellipse 
has abruptly flipped its orientation by 90°. For times longer than 1140fs, 
the ellipticity begins to gradually decrease, but the orientation of the major 
axis remains at esig rv 20°. Eventually, the polarization approaches linear, 
but the orientation remains orthogonal to the initial orientation. It should be 
emphasized that all of these dynamics occur during a single FWM emission. 

A more complete set of measurements of the time-resolved polarization 
state of the FWM emission is shown in Fig. 23.6. The orientation of the 
polarization ellipse and its ellipticity are shown for several selected angles 
between the two input polarizations. This figure illustrates the rich variety 
and complexity of the information that can be obtained. We have discussed 
the features shown in this figure in detail elsewhere [19,20]. The point that I 
want to make here is that without exciton-exciton interactions (i.e., many-body 
effects) the polarization state of the coherent emission from the hh exciton is 
expected to be linear (8 = 0), and the orientation and ellipticity are expected 
to be independent of time. Consequently, the observation of a time-varying 
orientation and a time-varying ellipticity are definitive signatures of many­
body effects, such as local field corrections and excitation-induced-dephasing 
and biexcitonic effects. 

Heavy-Light Hole Quantum Beats in the Polarization State 

Previously, our experiments were limited to investigations of the coherent 
emission from the heavy hole. That is, the laser was purposefully tuned suf­
ficiently below the hh exciton to ensure that we excited as few lh excitons 
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Fig. 23.6: Measurements of (a) the azimuthal angle esig(t) and (b) the ellipticity angle e(t) 
for selected angles el2 between the two input polarizations. The time delay was fixed at 
'21 = +300 fs. The notation used for the polarization ellipse is shown in the inset. As in 
Fig. 23.4, the dashed vertical line indicates the time at which esig undergoes a ±90° discontinuity 
in orientation and the light is roughly circularly polarized (lei ~ 45°) for el2 ~ 60°. 

as possible and to avoid the complication of quantum beating between the lh 
and hh excitons. In this section, we illustrate measurements of the dynamics 
of the amplitude, phase and polarization state of the emission from the same 
GaAs-AIGaAs MQW when the excitation spectrum is tuned so that both hh 
and lh excitons are excited and strong quantum beats are observed. Oscilla­
tions in both the time-integrated [21-24] and time-resolved [25] FWM signals 
have been studied previously when both hh and lh excitonic transitions are 
excited. For example, both the spectral behavior of the time-integrated sig­
nal [26] and the temporal behavior of the time-resolved signal [25] have been 
used to distinguish quantum beating (which is associated with two coupled 
oscillators that share a common level) from polarization interference (which 
is associated with two independent oscillators). 

In addition, there have been several studies of quantum beating that have 
addressed the dependence of the FWM signal (or its spectrum) on the input 
polarization. For example, it has been demonstrated that the amplitudes 
of quantum beats produced by incident pulses with parallel polarizations 
are exactly out of phase with the beats produced by orthogonally polar­
ized pulses [27,28]. However, conventional techniques were used for these 
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measurements, and the polarization state of the emitted FWM signal was not 
measured. In fact, to the best of our knowledge, there has been only one pre­
vious study [29] which monitored the polarization state of the emitted FWM 
radiation in semiconductors in the quantum beat regime. This study [29] mea­
sured the time-integrated orientation of the polarization ellipse associated with 
the emitted FWM signal in ZnSe epilayers, but the degree to which the FWM 
signal was elliptically polarized was not measured and the polarization state 
was not time resolved. 

Here, we present an example of measurements [30,31] in which the laser 
was tuned onto the lh exciton so that both the hh and lh were strongly excited. 
Figure 23.7 shows the dynamics of the polarization state for an angle between 
the two input polarizations of e12 = 600 • The data are displayed explic­
itly in terms of the parameters that directly define the polarization ellipse. 
Clearly, each of these parameters oscillates at the hh-lh beat frequency. The 
corresponding temporal behavior of the polarization ellipse is sketched in 
Fig. 23.8 for approximately one beat period C-'-'377 fs). Notice that the ori­
entation of the ellipse rotates through a full 1800 in one beat period. The 
ellipticity goes from linear to highly elliptical and then back to linear twice 
per beat period. And, finally, the sense of rotation changes from clockwise 
(left circular) to counter clockwise (right circular) each period. We emphasize 
that these dramatic changes in the polarization state occur over and over again 
at the hh-lh beat frequency during a single emission. Moreover, it can be 
readily shown [20,30,31] that the qualitative features in the quantum beating 
shown in Fig. 23.7 and Fig. 23.8 can be reproduced without invoking many 

103 '---'500'--~~---J1(XXl~---J 
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Fig. 23.7: The measured temporal evolution of (a) the azimuthal angle Osig (1). (b) the ellipticity 
angle set), and (c) the total intensity loCt) of the FWM emission for an angle 012 = 600 between 
the two input polarizations in the strong quantum beat regime. 
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Fig.23.8: Schematic drawings of the polarization ellipses corresponding to the data in Fig. 23.7 
for selected time delays during one beat period. 

body effects. Consequently, these measurement demonstrate that the polar­
ization state also can be sensitive to quantum interference effects, in this case 
hh-Ih quantum beating. 

Femtosecond Time-Resolved Ellipsometry 

The reader should be aware that there have been previous time-resolved 
measurements [12,13] of the polarization state of ultrafast coherent signals 
bC'fore the POLLIWOG measurements described here. These measurements 
were performed by incorporating a quarter-wave (J.../4) plate, a half-wave 
(J.../2) plate, and an analyzing polarizer (P) into the FWM setup shown in 
Fig. 23.1, as indicated in Fig. 23.9. The complete polarization state in the 
direction 2k2 - k1 can then be determined by performing measurements using 
the following (or similar) procedure. With the quarter-wave plate removed, the 
analyzer is oriented to pass s-polarized light. With the analyzer held stationary, 
the half-wave plate then is rotated through angles ranging from 0° to 90°, and 
For each orientation of the half-wave plate, the FWM signal transmitted by 
these components is time-resolved by cross correlating it with a reference 
pulse in a second harmonic generation (SHG) crystal. The quarter-wave plate 
is then inserted and is oriented with its fast axis along the x direction (parallel 
to the incident s-polarized E 2 field). With the quarter-wave plate and analyzer 
held stationary, the half-wave plate is again rotated through angles ranging 
from 0° to 90°, and for each angle, the signal is again cross correlated with 
the reference pulse. This entire procedure is necessary for obtaining the time­
resolved polarization state for a single FWM configuration. It must be repeated 
for each change in input polarization state, time delay, or excitation ftuence. 

One can readily show that the intensity transmitted by the analyzer without 
lwo and with lw the quarter wave-plate present is given by 

Iwo(C{JHwP) = k [So + SI COS(4C{JHWP) + S2 sin(4CfJHwp)] (23.5) 

and 

(23.6) 

respectively, where C{JHWP is the angle between the x axis and the fast axis of the 
half-wave plate and where the Si represent the four Stokes parameters that are 
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Fig. 23.9: (a) Schematic of the time-resolved ellipsometric (TRE) apparatus for directly time 
resolving the polarization state of the emitted FWM signal, where ).../4 denotes a quarter-wave 
plate; )",/2, a half-wave plate; P, a polarizer; and SHG, a second-harmonie-generation crystal. 
(b) The nomenclature and conventions used to define the polarization ellipse. 

sufficient to completely detennine the degree and state of polarization of the 
FWM signal [32]. These Stokes parameters are conventionally defined as: [32] 
So = Ix + Iy = 1+45 + L45 = 1+ + L, Sl = Ix - Iy, S2 = 1+45 - L 45 , and 
S3 = 1+ - L, where Ix, Iy, 1+45, and L45 denote the four linear components 
of the intensity along the x axis, y axis, and at ±45° with respect to the x 
axis, respectively, and where hand L denote the right and left circularly 
polarized components. 

Inspection ofEqs. (23.5) and (23.6) indicates that all four Stokes parameters 
can be detennined from measurements of the FWM signal for four orientations 
of the half-wave plate [e.g., Iwo(OO), Iwo(22.5°), Iwo(45°), and Iw(-22.5°)]. 
To check internal consistency, however, we always make six measurements 
as a function of reference delay T32: Iwo(OO), Iwo(45°), Iwo(±22.5°), and 
Iw(±22.5°), and we check that the intensities So = Iwo(OO) + Iwo(45°) = 
Iwo(22.5°) + Iwo( -22.5°) = Iw(22.5°) + Iw( -22.5°) give identical results 
in both magnitude and time dependence. 

Once the Stokes parameters are extracted, the extent to which the FWM 
signal has a well determined polarization state is determined by calculating 
the degree of polarization P from the expression [32]: 

I I 

P = -(s~+si+s~r 
So 

(23.7) 

For the polarized component of the signal, the parameters that determine 
the polarization ellipse can also be directly determined from the Stokes 
parameters: 

(23.8) 

and 

(23.9) 
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The roles of the various optical components shown in Fig. 23.9 are now 
more readily apparent. On the one hand, a high-contrast linear polarizer is 
needed that is capable of selecting the various polarization components that 
determine the Stokes parameters. On the other, the transmitted FWM signal is 
required to have a constant linear polarization because of the phase matching 
requirements of the nonlinear up-conversion process used for time-resolution. 
The combination of the half-wave plate and polarizer satisfies both require­
ments. The half-wave plate rotates the desired linear polarization component 
into coincidence with the pass axis of the polarizer, which is stationary and 
always oriented to provide the appropriate polarization for SHG. The inser­
tion of the quarter wave plate effectively converts the components of circular 
polarization to linear so that they can then be passed by the combination of 
the half-wave plate and the analyzer. 

Discussion: Comparison of POLLIWOG and TRE 

While POLLIWOG is a straightforward extension of existing SI techniques, 
it is nevertheless a useful one, which has many advantages over previously 
used techniques for determining the polarization state. As we discussed ear­
lier, the temporal amplitudes, phases and polarization state of FWM signals 
can also be measured by using the time-resolved ellipsometric (TRE) tech­
niques described there. TRE has the advantage of directly measuring the 
temporal amplitudes and phase differences, rather than indirectly obtaining 
them by inverse Fourier transformation of the spectral amplitudes and phases 
as required by POLLIWOG. TRE does not require interferometric stability. 
It also relaxes the requirements for characterizing the reference pulse, since it 
is usually sufficient to characterize it with an autocorrelation trace. Because 
of the use of lock-in techniques and because of the temporal gating asso­
ciated with the cross correlation process, TRE has excellent discrimination 
against scattered light, and it requires very little data reduction. However, 
TRE is labor intensive, requiring the tedious manipulation of waveplates to 
isolate the various components of the field that determine the polarization state 
and the scanning of delay stages to perform the cross correlations necessary 
for obtaining the time resolution. Most importantly, these cross correlations 
require the use of a nonlinear process (e.g., upconversion) which limits the 
sensitivity, making them unsuitable for measuring extremely weak FWM sig­
nals. This limited sensitivity of TRE has, for example, previously restricted 
the investigations of coherent effects in semiconductors to relatively large 
carrier densities. 

By comparison, SI directly measures the spectral amplitudes and phases. 
The temporal amplitudes and phases are obtained indirectly by inverse 
transformation. In this sense, POLLIWOG and TRE techniques are comple­
mentary. In general, POLLIWOG requires more complete characterization of 
the reference pulse and short-term interferometric stability, but POLLIWOG 
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is simpler in the sense that it does not require the tedious scanning of delay 
stages or the manipulation of waveplates. Consequently, it requires less effort 
in the laboratory; however, POLLIWOG requires more processing of the data 
once it is acquired. Fortunately, this processing can be easily automated. In 
addition, POLLIWOG provides additional information not provided by TRE. 
From TRE measurements, one can directly extract the temporal evolution 
of the total intensity, [At) + [yet), and the state of polarization, i.e., the 
azimuthal angle Osig(t) and the ellipticity angle set). Put another way, TRE 
directly provides the individual intensities, [At) and [yet), and the phase 
difference ifJAt) - ifJy(t); but the individual phases, ifJx(t) and ifJy(t), are not 
obtained. 

Notice that a single, simpler linear POLLIWOG measurement provides 
all of this information with a sensitivity that has been shown to extend into 
the zeptojoule (10-21 J) regime! [33]. In fact, this sensitivity is arguably the 
most important advantage of POLLIWOG. To date, the minimum usable SI 
signal levels in our FWM experiments have been limited to "" 1 aJ because 
of the randomly scattered coherent light from the semiconductor surface and 
the dewar windows and because of the background photoluminescence from 
the sample. The latter level is still more than an order of magnitude better 
than we have achieved using time-resolved cross correlation techniques. This 
( "" 1 aJ) should not be regarded as a fundamental limit, but is merely a reflection 
of the limitations of our current apparatus. 
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24. Multi-pulse Interferometric FROG 

Craig W. Siders and Antoinette J. Taylor 

By now you're well aware that in just ten years the measurement of ultrashort 
light pulses has advanced from practically impossible to nearly indispensable. 
FROG and related techniques see daily use in labs around the world. Moreover, 
FROG's self-consistency checks have firmly established it as the gold standard 
of pulse measurement. In addition, a rarely touted feature of FROG is that 
it is a type of ultrafast BOXCAR integrator, gating only the pulse and not 
undesired cw backgrounds. Indeed, if your goal is to characterize a pulse, 
FROG is undoubtedly the right choice. 

However, if your aim is to characterize the interaction of a light pulse 
with something else, e.g., in a pump-probe experiment where you want to 
time-resolve the optical properties of a laser-excited material, then FROG (or 
any other self-gating technique) may actually be a poor choice. For example, 
imagine placing in a beam a I-cm thick piece of fused silica, which only 
negligibly distorts a 30-fs 800-nm pulse. As a result, the FROG trace of this 
pulse will be unaltered. However, relative to propagation in air, the pulse 
is delayed by some 15 ps in time and nearly 6000 wavelengths in phase! 
Because FROG doesn't measure the zeroth- and first-order spectral phase 
terms, it doesn't see these effects. Usually this is desirable, but occasionally it 
isn't. Spectral interferometry (SI) does see these terms, but SI signals are often 
obscured due to SI's inability to gate a weak signal out from a cw background. 
As we shall show in this chapter, one can combine the advantages of both 
FROG and SI by using what we call Multi-pulse Interferometric FROG, or 
MI-FROG. 

Before delving into the details of MI-FROG, let's first look at some of the 
available techniques for materials studies, namely the inter-related techniques 
of spectral blue-shifting [I], spectral interferometry (SI [2-4]), and FROG [5], 
and its variants TREEFROG [6] and TADPOLE [7]). Each of these has been 
successfully used to extract from spectral power density measurements details 
of ultrafast phase distortions. The first two of these techniques, being linear­
optical effects, are powerful tools for measuring constant (or "DC") and slowly 
varying time-domain phase distortions with extremely high, milliradian, sen­
sitivity. On the other hand, the optically nonlinear FROG accurately recovers 
only nonlinear variations in spectral phase of an optical pulse and is oblivious 
to DC and slowly varying terms. Thus FROG provides a complementary diag­
nostic, yielding only the higher-order phase distortions. One way to combine 
the advantages of FROG and SI, called TADPOLE [7] and discussed in the 
previous two chapters, utilizes the time-domain intensity and phase extracted 
from a standard FROG apparatus to fully deconvolve the frequency-domain 
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fringes obtained in a basic SI experiment [3]. TADPOLE is especially use­
ful for measuring the phase distortion impressed upon an extremely weak, 
clean probe pulse. This phase distortion is encoded in the SI data in the form 
of a frequency-domain hologram [3], so interpretation of TADPOLE data is 
dependent upon post-processing and does not present an immediate or visu­
ally intuitive measurement. Moreover, as we shall show, it is not well suited 
for intense short-pulse pump, weak probe experiments. 

MI-FROG [8,9] was developed as an alternative combination of standard 
FROG with multi-pulse spectral interferometry, which is uniquely suited 
for pump-probe coherent spectroscopy using amplified short-pulse systems 
and/or emissive targets. As a demonstrated new technique with an "ultra­
fast boxcar" advantage, MI-FROG has proven to be a powerful diagnostic of 
ultrafast dynamics: a femtosecond phase-sensitive oscilloscope if you will. 

In this chapter, we present a review of the analytical theory behind MI­
FROG. Next we present a detailed discussion of the data reduction process, 
including the multi-grid method, the Principle Components Generalized Pro­
jections (PCGP) based iterative phase recovery (IPR) analysis, and the "power 
method" approximation used to dramatically improve the real-time conver­
gence of our algorithm. We also include demonstrative data of cross-phase 
modulation (XPM) in fused silica, studied using MI-FROG, and we show how 
MI-FROG is used to study ultrafast ionization in noble gases and homonuclear 
diatomic gases. Finally, we summarize and conclude. 

Theory 

FROG is a specific application of a spectrogram [10,11]. For a given 
complex-valued function P(t), termed here the "probe", the real-valued 
spectrogram intensity ~~(w, r) is defined as the magnitude of the Fourier 
Transform of a variable-delay gated probe: 

~~(w, r) = Ii: P(t)G(t - r) eiWC l2 

= IO-b(W, r)1 2 

(24.1) 

(24.2) 

where G(t -r) is a complex-valued variable-delay gate function and a; (w, r) 
is a complex-valued "spectrogram field". In all implementations of FROG to 
date, an optical nonlinearity has been used to generate the gate. Given two 
optical fields E, (t) and E2 (t), expressions for the P(t) and G(t) for the most 
commonly used FROG geometries are presented in Table 24.1. 

In the standard terminology of the field, "FROG" refers to the case when 
E, (t) = E2(t) (e.g. E, (t) and E2(t) are produced using a beam splitter) while 
"TREEFROG" or "blindFROG" refers to the case when E, (t) and E2 (t) are 
two different pulses, both unknown. 
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Table 24.1: P(I) and G(t) for common 
FROG geometries. 

Geometry 

Polarization Gate (PG) 
Self-Diffraction (SO) 
Second Harmonic (SHG) 
Third Harmonic (THG) 

P(t) 

E1 (t) 

E 1 (t)2 

E1 (I) 
E1 (1)2 

G(t) 

IE2 (t)1 2 

E2(t)' 

E2(t) 

E2(t) 
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When the two pulses are different, the spectrogram remains unaffected by: 
a) a pulse delay, provided that both pulses are so delayed, t -+ t + r and 
b) a phase shift, so that either or both £1 (t) and £2 (t) can be multiplied by 
a constant phase factor, ei</Jo. These are the well-known "trivial ambiguities" 
of FROG pointed out by Trebino and Kane in their original papers [5,12] 
and correspond to the constant and linear terms in the frequency-dependent 
phase of E(w) = A(w)eigJ(w). These two ambiguities are indeed completely 
unimportant when characterizing a single pulse. In other words, an optical 
pulse E(w) is uniquely determined by A(w) and ('d 2cp/dW2). However, if we 
are interested in changes to an optical pulse as it propagates through different 
optical materials or optical systems, these two ambiguities, a delay of the 
pulse in time and a shift of the electric field oscillations with respect to the 
intensity envelope, are the lowest-order and dominant effects. 

To demonstrate this effectively, we can define a characteristic length of 
material LgJ = IT C / nwo , where c is the speed of light, n the refractive index, 
and Wo the pulse's center frequency, as that length which produces a phase 
change of IT. Similarly, Lr '" ctp / n, where tp is the pulse's temporal width, is 
that length of material that produces a temporal delay on the order of a pulse 
width. Finally, LIp = t;/ k2, where k2 is the material's group velocity disper-

sion, is the characteristic length to broaden the pulsewidth by a factor of v'2. 
For a 100-fs Ti:Sapphire pulse in fused silica (n = 1.45, k2 = 36.1 fs2/mm), 
the ratios LgJ : Lr : LIp are approximately 1 : 102 : 106 . Clearly then, when 
looking for changes to a pulse when interacting with material, sensitivity to 
the trivial ambiguities is desired and necessary. 

Spectral Interferometry (SI, [2,13,14]) is a well-known technique for mea­
suring differences in both the zeroth (i.e. a constant) and first order (i.e. time 
delay) terms ofthe spectral phase - exactly those terms we'd like to be sensi­
tive to. It has been profitably used to, among other things [15-19], time resolve 
Langmuir oscillations in plasmas [3,4] and measure expansion velocities of 
laser-excited surfaces [20]. A heterodyne technique, SI uses two temporally 
separated pulses collinearly input to a spectrometer so that they will interfere 
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in the frequency domain: 

- - 2 
S(w) = IEref(w) + Esig(w) I (24.3) 

- 2 - 2 - -
= I Eref(w) I + I Esig(w) I + 2IEref(W)IIEsig(w)1 cos(~<p(w» (24.4) 

The cross term yields the phase difference ~<P (w) = <Psig (w) -<Pref (w) between 
the signal and reference fields. SI is, strictly speaking, a Leith-Upatnieks 
[3,21] hologram recording a time-domain object in a frequency-domain holo­
gram. As such, it may be accurately read out, yielding ¢(t), if the original 
reference wave is available. In the case of spectral interferometry, the ref­
erence pulse can be characterized, up to the two trivial ambiguities, using 
standard FROG techniques. This combination of spectral interferometry and 
FROG, termed TADPOLE [7], is particularly well suited for clean trains of 
low-power pulses. It requires prior knowledge of the fact that the measured 
interferogram and power spectra correspond solely to the reference and signal 
pulses. In the case of pulses with significant structure in the wing, pre- or 
post-pulses, and significantly emissive targets, this is not true and the use of 
TADPOLE and SI for time-resolved applications becomes difficult or impos­
sible. Unfortunately, amplified short-pulse lasers more often than not fall into 
this category, with as much as 10% of the measured output energy residing 
not in the main pulse but in a combination of amplified spontaneous emission, 
pre- and post-pulses, and wing. As this extraneous output has similar or nearly 
identical power spectra with the main pulse, agreement of the reference pulse 
FROG marginals with the measured power spectrum is still quite good. In any 
SI experiment, the temporally offset signal and reference pulses are derived 
from the same original input pulse-hence all components of the pulse (ASE, 
wing, pre- and post-pulses) will produce high-contrast fringes with identical 
fringe spacing. However, when a:jmall time-domain phase shift is impressed 
only upon the main pulse, the corresponding SI interferogram is a complicated 
admixture of shifted and unshifted fringes. 

Most significantly, FROG utilizes an ultrafast optical gate and long-time­
scale integration (e.g. the multi-ms diode array or CCD integration time) and 
hence is a form of ultrafast boxcar, or gated integrator, detection. It effectively 
eliminates extraneous long-time-scale contributions to the measured spectra. 
What is required, then, is a different combination of FROG and SI which 
retains the key ingredient in FROG: the ultrafast optical gate. Using multi­
pulse assemblies for the probe and gate in a modified FROG apparatus, this 
can be attained. 

Returning to the expression for a spectrogram (Eq. (24.1», we consider 
the situation where both the probe P(t) and gate G(t) are two-pulse assem­
blies, formed from an initial single short optical pulse after passage through 
a Michelson or Mach-Zehnder interferometer: P(t) -+ Q(t - r~) + P(t), 
G(t) -+ Go(t) + Go(t - r~). Here we've assumed that the delay r~ between 
the two pulses is sufficiently large that the two pulses do not overlap in time 
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Frequency 

L 

Fig. 24.1: Schematic of single-shot MI-FROG geometry. Two double-pulse assemblies, mov­
ing from left to right, are shown crossing in a nonlinear medium of length L at an angle (), 
thereby mapping time delay along the vertical axis in the figure. Where the pulses overlap, 
leakage (for PG MI-FROG) or upconverted light (e.g. for SHG MI-FROG) is generated via the 
nonlinear optical gate. For simplicity, this light is shown propagating along the perpendicular 
bisector. After relay imaging and frequency dispersion in a spectrometer, these four crossing 
regions produce three distinct features in the MI-FROG trace. The gating of P by the trailing 
Go produces the lower feature, while the gating of Q by the leading Go produces the upper 
feature. The other two crossing regions, being temporally separated, interfere in the frequency 
domain to produced the central, interferometric, feature. 

and hence any cross tenns, which may exist to a degree depending on the non­
linearity used, are negligible. Note that the two temporally separated pulses 
Go(t) and GoU - r~) which make up the gate are identical, while the two 
pulses pet) and Q(t - r~) which make up the probe, though initially identical, 
will be different due to the effect of an intense pump pulse, other nonlinearity, 
or modification. Additionally, since the simultaneous gating and frequency 
dispersion yields a differential phase shift, the gate pulse could be short­
ened using nonlinear pulse compression techniques while the probe pulse can 
be broadened from an initially short pulse by linear dispersion or spectral 
narrowing. After substitution, we have for the MI-FROG trace 

p Q Q+Peiwr~ 
IMI-FROG(-r, w) = hGoCW, r - r~) + hGo(W, r + r~) + hGo (w, r). 

(24.5) 
An illustrative plot of IMI-FROG is presented in Fig. 24.2. The two side features, 
given by the first two tenns in IMI-FROG, are spectrogram traces of the Q(t) 
and pet) individually, offset along the delay axis by ±r~. The central feature, 
given by the last tenn in I M1 - FROG , is fonned by the interference of the two 
complex-valued spectrogram fields. 

When, as in Fig. 24.2, the gate pulse is significantly shorter then the probe, 
the interference tenn simplifies to 

IP(r)1 2 + IQ(r)1 2 + 2IP(r)Q(r)1 cos(wr~ + ¢(r)). (24.6) 
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-8 -4 o 
Delay 

4 8 

Fig. 24.2: Illustrative calculation of MI-FROG trace. Time is in units of pump pulse widths 
with the probe two units wide, the gate 0.33 units wide, and !t. = 6. A cross-phase modulation 
from a co-propagating pump pulse exists between the two individual probe pulses, resulting in 
a redshiftlblueshift on the leading/trailing edge the second pulse. 

For pure phase modulations, i.e. Q(r) = P(r)ei</>(T), this simplifies further to 
2IP(r)1 2 [1 + cos(wr~ + q,(r))). Hence for a non-zero phase shift, the time­
resolved frequency-domain fringe pattern deforms from the perfectly straight 
null-phase condition to directly follow q,(r), as shown. More generally, it 
is straightforward to show that Fourier Transformation of Eq. (24.5) along 
the w axis yields peaks about zero and ±r~. Masking of the peaks at zero 
and -r~ followed by an inverse transform yields the complex product of 
the two spectrogram fields: ago(w, r)ah;(w, r). As the magnitudes of the 
individual spectrogram traces are known, we have a full characterization of 
the amplitude and phase shift between the two spectrogram fields. Once the 
results of iterative phase recovery [6,22] on either of the traces are in hand, 
the other spectrogram field and hence P(t), Q(t), and Go(t) can be fully and 
simply determined. 

The unique abilities of MI-FROG center around its inherently differential 
nature: ultrafast changes in the time-domain phase of a laser pulse are mea­
sured, unlike standard FROG, to all orders while shot-to-shot fluctuations 
in the pulse structure are discriminated against. Additionally, a time-domain 
phase shift t1q,(t) can be measured, unlike SI, in a single shot over a time­
scale much longer than the pump pulse which induces it. Unlike TADPOLE 
[7], the ultrafast boxcar advantage of FROG is retained in MI-FROG: the 
sub-picosecond optical gating essentially eliminates amplifier leakage, ASE, 
satellite pulses, and target emission. The real-time nature ofMI-FROG allows 
immediate and direct observation of pump-pulse time scale dynamics without 
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computational analysis, a significant advantage over traditional single-pulse 
FROG. Finally, iterative computational techniques [22] similar to those used 
in standard FROG can elucidate femtosecond time-scale detail from the MI­
FROG trace. In fact, it is possible to recover the time-domain intensity and 
phase of not only the two pulses pet) and Q(t) which make up the probe, but, 
in the case of SHG MI-FROG, Go(t) as well (in PG MI-FROG only IGo(t)12 
is recovered). That is to say, with MI-FROG, the intensity and phase of three 
pulses can be measured in a single shot. 

MI-FROG Data Reduction 

In this section, we will discuss the data reduction procedures used in this 
work. While some of these procedures may be specific to our experiment 
geometry, many of them, such as the multi-grid technique, are applicable to 
any FROG or iterative phase recovery algorithm. The Power Method approx­
imation can similarly be used in any PCGP algorithm. As our experiments 
required the analysis of many thousands of spectrogram traces, a high pri­
ority was placed upon execution speed and complete automation of the data 
reduction. 

For convenience, in this Section we will work with normalized time and 
frequency units, defined by requiring a Gaussian pulse to have unit FWHM 
temporal width and therefore a frequency-domain FWHM of K ~ 0.441. 

MuLti-grid FROG Matrices 

The spectrogram is a time-frequency distribution which must, in the course 
of iterative phase recovery, be Fourier Transformed repeatedly along the 
v = w j2rr axis. For the sake of computational efficiency, the Fast Fourier 
Transform (FFf) on 2n -length arrays is used. We therefore choose to discretize 
our (r, v) spectrogram intensities and fields using matrices which have the 
special property that a v-FFf of each column produces an array which matches 
in sampling interval, 0 r, and extent, Nor, that of the r axis. From the proper­
ties of the FFT, this implies that we must use N x N matrices, where N = 2n , 

with sampling intervals along the r and v axes which are related via 

I or = --. 
ovN 

(24.7) 

A second requirement of these matrices is that, in order to equally sample 
the FROG trace of a transform-limited Gaussian pulse along both the v and 
r directions, we require 

K 
---, or ov 

(24.8) 
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Table 24.2: FROG Matrices. 

N ar av Nfwhm Nar 

2 1.065 0.470 0.94 2.13 
4 0.753 0.332 1.33 3.01 
8 0.532 0.235 1.88 4.26 

16 0.377 0.166 2.66 6.02 
32 0.266 0.117 3.76 8.52 
64 0.188 0.083 5.31 12.05 

128 0.133 0.059 7.51 17.04 
256 0.094 0.042 10.63 24.09 
512 0.067 0.029 15.03 34.07 

1024 0.047 0.021 21.25 48.19 
2048 0.033 0.015 30.05 68.15 
4096 0.024 0.010 42.50 96.37 
8192 0.017 0.007 60.11 136.3 

16384 0.012 0.005 85.00 192.8 
32768 0.008 0.004 120.2 272.6 
65536 0.006 0.003 170.0 385.5 

where K ~ 0.441 is the minimum time-bandwidth product for a Gaussian 
pulse. Together, these two requirements give us 

ov = JK/N 

or = l/",iKN. 

(24.9) 

(24.10) 

Table 24.2 presents 0 v and 0 r, in normalized units. Also included are the 
number of points sampled in the FWHM of a Gaussian pulse and the total 
extent of the matrix along the r axis. Several points should be noted about these 
"FROG matrices". First and foremost is that the size N 2 of the matrix increases 
quite rapidly as the sampling interval decreases: N 2 'V (oV)-4. Even with a 
very modest spectrometer, experimental FROG traces have ~ 100 points across 
the FWHM. The FROG matrix with equivalent sampling would be Giga­
to Tera-elements in size, requiring Giga- to Tera-bytes of memory-dearly 
an impractical calculation. In order to use modest-N matrices (N = 512, 
1024, or 2048), we may take advantage of a particular nicety of the FROG 
Matrices. One can verify that halving the sampling interval of a N x N FROG 
matrix produces a 4N x 4N matrix with twice the extent, with the points of 
the N x N matrix coinciding with alternating elements of the new matrix. 
This leads to a particularly efficient multi-grid algorithm, applicable to any 
IPR method. We start by casting our experimental data on a fine grid (e.g. 
512 x 512 in our case). Any smaller multi-grid matrix may be picked out 
of this matrix simply by lookup-no interpolation is needed. Iterative phase 
recovery is started on a small grid, say 32 x 32, with very fast iteration rates. 
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After convergence, the best-fit fields are interpolated with half the sampling 
interval and zero padded on the ends, producing 128 x 128 FROG matrices. 
Iteration rates on this level are slower, but as it was seeded with the results 
of the prior multi-grid level, convergence is prompt. Finally, a handful of 
iterations at 512 x 512 provides high-resolution results at a much reduced 
total calculation time. 

Data Preparation 

In Chapters 8 and 10, we saw how to prepare raw FROG data for input to 
the iterative phase retrieval algorithm, and we will briefly describe the similar 
procedures used for MI-FROG. 

First, both temporal and spectral calibrations are performed. Two TREE­
FROG traces with a known delay are used for the former, while a standard 
Argon spectral lamp is used for the latter. Each column of the 512 x 512 
CCD array is independently calibrated, therefore removing any effects from 
spectral-line curvature. As the spectrometer output is not linear in frequency, 
all measured MI-FROG and TREE FROG traces are cast onto a regularly 
spaced frequency axis which spans the same range as the initial data. 

Next, all traces are background subtracted and digitally filtered to remove 
any CCD artifacts. The experimental TREEFROG traces are then cast via 
spline interpolation onto 512 x 512 FROG matrices, with a corresponding 
order-of-magnitude loss of resolution. 

MI-FROG Inteiferogram Analysis 

As the MI-FROG traces are not subject to iterative phase recovery, they 
are not cast into FROG matrices. Instead, they are first Fourier transformed 
along the v-axis, masked to exclude the lower half plane and zero, and inverse 
transformed. This procedure gives ago (w, T)a;;; (w, T) for both the pumped 
and unpumped conditions. The un pumped data are used as a null-phase ref­
erence, thereby providing the full phase difference between the pumped and 
unpumped spectrogram fields-with the full experimentally available resolu­
tion. Finally, this phase difference is cast into a FROG matrix for later use. 

Iterative Phase Recovery 

Iterative phase retrieval was performed only on "un pumped" spectrogram 
traces. As these pulses are nearly transform limited, convergence of the 
IPR algorithm was always quickly and easily achieved using a modified 
Principle Components Generalized Projects (PCGP) algorithm. The General­
ized Projections (GP) IPR algorithm was first implemented by DeLong and 
coworkers [23] by numerically minimizing the least-square FROG error with 
respect to E(t). Kane [22] later showed that, in fact, this minimization step 
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was analytically solvable, greatly speeding up the GP algorithm. We will dis­
cuss briefly here our implementation ofthe multi-grid PCGP algorithm itself, 
as well as the Power Method [24] shortcut which further reduces real-time 
convergence times. 

We start by initializing P(t) and G(t) with Gaussian-envelope modulated 
random noise and calculating what Kane [22] has termed the time-domain 
TREEFROGtrace, P(t)G(t-r), orindiscreteform P(ti)G(tl+(i+j-l mod N»). 
From the general expression for the spectrogram field, Eq. 24.2, we can 
calculateal (w, r). We replace the magnitude ofalo (w, r) with the measured 
TREEFROG trace and calculate a new time-domain TREEFROG trace. The 
key insight of Ref. [22] is that by a straightforward row rotation, the time­
domain TREEFROG trace can be converted to an outer product form Aij = 
P(ti)G(tj). More generally, bidirectional conversion of Aij from the TREE­
FROG form to the outer product form is accomplished via Aij = Aik. where 
k is given by 

k = 1 + [ ([ ~ + i mod N] + (N - j)) mod N] . (24.11) 

Thus we are faced with the problem of determining which two complex-valued 
vectors P and G best approximate Aij. Fortunately, any square matrix can be 
decomposed into a weighted sum of outer products, 

N 

Aij = L WkUik Vkj (24.12) 
k=l 

via Singular Value Decomposition (SVD). The two vectors which best approx­
imate Aij in a least-squares sense are those two with the largest weighting 
factor Wk. i.e. the principle components of the decomposition. 

In practice, most SVD algorithms are rather time consuming-primarily 
because for an N x N matrix, they return N weighting factors and outer prod­
uct pairs. Luckily, a simple approximation, the Power Method, can be used to 
estimate the principle components. Given two estimates for the principle com­
ponents, ei and gi, and Aij, we can obtain two better estimates, ei and gi via 

N N N N 

ei = L L AijAZjek = L L P(ti)G(tj)P*(tdG*(tj)ek (24.13) 
k=l j=l k=l j=l 

N N N N 

gi = L L AjiAjkgk = L L P(tj)G(ti)P*(tj)G*(tdgk. (24.14) 
k=l j=l k=! j=! 

The reader can verify that substitution of ek = P(td and gk = G(tk) results 
in ei = P(ti) and gi = G(ti). Starting with our initial guesses for Pi and 
G i, iteration of Eqs. 24.13 and 24.14 proceeds until little change is seen from 
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one iteration to the next. By this means, new guesses for pet;) and G(t;) are 
obtained and the whole process repeats. Convergence is determined when the 
FROG error drops below a preset level. 

Once convergence is achieved on a coarse multi-grid level (e.g. 32 x 32), 
P(t;) and G(t;) are transferred to the next (finer) multi-grid level using simple 
linear interpolation. In this manner, rapid convergence on high-resolution 
(512 x 512 or 1024 x 1024) grids. In our experience, for 512 x 512 grids, 
multi-grid convergence times are approximately an order of magnitude faster 
than using 512 x 512 throughout. 

Finally, having obtained the full phase difference between the pumped and 
unpumped spectrogram fields via the MI-FROG interferograms, the mag­
nitude of the pumped spectrogram field, and the IPR-obtained unpumped 
spectrogram field, we can calculate the full pumped spectrogram field, A;j. 
Since the same gate is used in both spectrograms, we can simply project the 

pumped probe pulse via Q(t;) = L:7=1 A;jG(tj)' 

Demonstrative MI-FROG Experiments 

Two examples of MI-FROG-based experiments are presented here. Both 
were done in the polarization-gate geometry. The first, cross-phase modula­
tion (XPM) in materials demonstrates the key features of MI-FROG, while 
the second utilizes MI-FROG to observe previously unseen phenomena in 
ultrafast ionization in gases. 

XPM in Materials 

MI-FROG can also be used to measure fast (femtosecond) or slow (picosec­
ond) time-scale changes in refractive index caused by atomic or molecular 
response to a co-propagating pump pulse. The former also acts as a simple 
demonstration of this new technique. 

A standard chirped pulse amplified laser system was used to provide I mJ, 
175 fs, 802 nm pulses at one kHz. Twenty percent of this pulse was used 
to generate, in a Michelson interferometer, the multi-pulse probe and gate 
sequences while the remainder was frequency doubled in a 300 IJ.-m BBO 
crystal, providing a 30 IJ.-J, 401 nm pump pulse (see Fig. 24.3). After dumping 
the residual IR, the UV pump and attenuated IR probes, all of the same 
linear polarization, were collinearly focused in a 10 cm focal length telescope. 
Overlap of the pump with the trailing probe was established via sum frequency 
generation in a 500 IJ.-m KDP crystal. The gate pulses traveled a separate path to 
a modified FROG apparatus while the probes were dichroic ally separated from 
the pump and entered the same FROG apparatus. A 500 IJ.-m fused silica plate, 
thinner than the 650 IJ.-m walkoff length, was translated axially near the focus 
to induce an adjustable amount of cross-phase modulation (XPM). In addition 
to recording MI-FROG traces, TREEFROG traces of the leading or trailing 
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Fig. 24.3: Schematic representation of MI-FROG apparatus used to study cross-phase 
modulation in materials and ionization fronts. 
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Fig. 24.4: MI-FROG (bottom) and trailing-pulse TREEFROG (top) traces measured in the 
case of cross-phase modulation in fused silica for + 100 fs (left column), 0 fs (center column), 
and -100 fs (right column) pump-probe delay. 

probe pulses could be measured by blocking individual arms in the Michelson. 
Three sets of TREEFROGIMI-FROG traces were recorded both with and 
without the pump pulse: one each for 0 fs, and ± 100 fs delay between the 
pump and trailing probe pulse (see Fig. 24.4). As expected, the spectrogram 
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traces of the leading pulse did not differ from the unpumped traces, while the 
corresponding traces of the trailing pulse show characteristic blue/red shifts [1] 
for the delayed cases and a symmetric broadening for the overlapped case, 
with shifts of ±2.5 nm. When the probe rides the leading/trailing edge of the 
pump, the probe is redlblue-shifted, as expected from the n2I (t) nature of 
the XPM [1]. The MI-FROG traces, all of which have straight fringe patterns 
with the pump blocked, display a characteristic fringe tilt, indicative of the 
clean blue/red shift seen in the TREEFROG trace, while the coincident case 
evidences a downward curvature. That is to say, the fringe pattern follows 
the time-domain phase shift l/J(t) = -n2I(t)wozjc. Indeed, the "-'rrj2 per 
200fs phase ramp in the ±100fs delay cases corresponds to a shift [1] of 
b.)" = ()..2j2rrc)(0.5rrj200fs) = 2.7nm, in excellent agreement with the 
TREEFROG traces. 

The MI-FROG traces were analyzed to extract the amplitude and phase 
difference between the pumped and unpumped TREEFROG traces while 
the unpumped trailing-pulse TREEFROG trace was analyzed via iterative 
phase recovery based upon Principle Components Generalized Projections 
[22]. The power spectrum of the initial pulse, obtained in the same CCD frame 
as the TREEFROG and MI-FROG traces, was used as a constraint. Typical 
FROG trace errors [6] for both recovered traces were 0.4% (128 x 128 grid). 
In each of three cases (see Fig. 24.5), the relative phase difference extends 
from zero in the wings to a negative peak, as expected, whose magnitude 
is consistent with visual inspection of the MI-FROG traces as well as the 
observed frequency shifts. Also present is a significant change in the intensity 
profiles of the probe pulse near the peak of the pump, which is attributable 
to the lens-like transverse profile of the XPM. It should be stressed that both 
the DC component of the phase shift as well as the relative temporal offset 
between the pulses are obtained from the MI-FROG data with interferometric 
accuracy and no adjustable parameters are used. 

Ultrafast Ionization in Gases 

The detailed dynamics of an atom in a laser field with strength comparable 
to the barrier suppression field is rich in both interesting physics and potential 
applications. The source of both high-harmonic UV-VUV-XUV radiation [25] 
and ionization-based sources of tunable radiation [1,26,27], "mode-locking" 
of ultrafast ionization is the route to attosecond pulses [28]. 

The effect upon a short optical pulse co-propagating a distance z with an 
ionization front can be viewed [1,29] in the frame of the pulse as a simple 
time-dependent phase shift, 

l/J(t) = - 1 - - ~ - 1 - - , ZWoHe ZWo ( ne ) 
c ncr C 2ncr 

(24.15) 



404 Craig W Siders and Antoinette J. Taylor 

1.00 

0.75 

·F 0.50 
Q) 

.s 0.25 

O.OO~---"'-

~t = +1oofs 

1.00 
~~~~~~~~~ 

0.75 

i' 0.50 

-IP(t)12 

------- IQ(t)12 

• - - - - IG(t)12 

~ 0.25 '-------' 
,-

" 
0.001--~-~ 

1.00 

0.75 

·F 0.50 

~ 0.25 

0.00 1-------

• • • 

• 
.' . 

.' . 
:'. '. ,. 

~t = 0 fs 

~~ I 

, -

~t = -100 fs 

0.00 
"tJ 

-0.25 1 --~ 
-0.50 

0.00 
"tJ 

-0.251 
--~ 

-0.50 

0.00 
"tJ =r 

-0.25 ~ 
--~ 

-0.50 

-300 -200 -100 o 
Time[fs) 

100 200 300 

Fig_ 24.5: Results ofMI-FROG interferogram analysis and iterative phase recovery. For each 
time delay, the intensity profiles of the unpumped, 1 p(t)12, and pumped, 1 Q(t)12, probe pulses 
are plotted, along with their relative phase difference, -!l¢(t). The intensity profile of the 
gate pulse, 1 G (t) 12, is, for clarity, shown only for the zero delay case. Intensity profiles are unit 
normalized and the centroid of IP(t)1 2 is used to define t = O. 

where ne(t) is the electron density of the plasma, ncr = ;rreA~ is the critical 
density of the plasma, re is the classical electron radius, and Ao is the center 
wavelength of the pulse. Since the instantaneous frequency of the pulse is pro­
portional to the derivative of the phase, the pulse will experience an ultrafast 
time-dependent frequency shift 

-1 a</>(t) ZreAo ane(t) 
~v(t) = --- ~ ----. 

2;r at 2;r at 
(24.l6) 

Since the plasma density scales linearly with the ambient gas density p and 
laser wavelength, we can normalize this shift by pAo . We can also include the 
effects of cross-phase modulation in the gas by adding a term proportional to 
a per-molecule nonlinearity Ya, 

(24.17) 
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where I(t) is the pump-pUlse intensity, Na(t) is the per-molecule ionization 
fraction, and zp and Zg are interaction lengths for the plasma and gas respec­
tively. We can see from Eq. (24.17) that an increasing electron density results 
in a frequency shift to the blue, while for Ya > 0, cross-phase modulation 
produces a frequency shift towards the red on the leading edge (aI jat > 0) 
of the pump and a blue shift on the trailing edge (aI jat < 0). 

Previous studies [1,26,27] of ultrafast ionization have relied on spectral 
power density measurements using lOafs pulses. As the detailed structure 
of the ionization-front blue-shifted spectra depends on a complicated inter­
play of the input pulse structure (i.e. its temporal phase), the ionization 
dynamics [30], and cross-phase modulation in the neutral gas, the conclu­
sions made from these experiments have been at best well-thought-out and 
limited inferences. 

To surpass these limitations and achieve a quantitative time-domain mea­
sure of the ionization rate independent of probe structure, we have utilized 
an experiment configuration which, by utilizing three power-spectra chan­
nels and one optically gated frequency-resolved channel (see Fig. 24.6) per 
each of four CCD images (pumped and unpumped cases with one or two 
probe pulses), provides simultaneous and self-consistent dual-channel power 
spectra and frequency domain interferograms, MI-FROG, and FROG data. 
TADPOLE analysis performed upon the raw data yielded results inconsistent 
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with the FROG and MI-FROG analyses, a result of interferogram corruption 
by residual pump leakage at 800 nm. It is important to note that as MI-FROG 
is a temporally gated spectroscopy it was not similarly affected. 

Using an experimental setup similar to that described earlier (see Fig. 24.3), 
with the addition of a backfilled gas cell with low-nonlinearity CaF2 win­
dows, data was taken with various gas densities of He, Ne, Ar, Kr, Xe, H2, 

N2, O2, and Air at pump-probe increments of 12 fs. The polarization of the 
124 fs, 400 nm pump was oriented either parallel or orthogonal to that of 
the weak 800 nm, 175 fs, multi-pulse probe. Temporal overlap in the focal 
region was determined using sum-frequency generation (wpump + wprobe = 
3wprobe) in the gases themselves while spatial overlap was ensured using 
focal plane imaging onto a CCO camera. Completely automated, one data 
set consisting of 51 delay points and 255 CCO images could be acquired in 
rv 30 minutes. 

The power spectra channels in Fig. 24.6 allow both centroid-based power 
spectrum analysis and interferogram analysis, which provide a pulse-width 
averaged measure offrequency and phase shift, respectively. They can depend 
sensitively [1,30] on the detailed temporal and frequency-domain structure 
of the probe pulse. As MI-FROG recovers, to all orders, the phase difference 
between the pumped and unpumped probe pulses, we can utilize it to a) verify 
the intensity and phase structure of the probe pulse and b) recover the sub­
pulsewidth time-resolved phase and frequency shifts impressed upon the probe 
by the pump pulse and ionization front, independently of the probe pulse 
structure. 

Figure 24.7a illustrates the doubly time-resolved probe pulse frequency 
shift in the case of above-threshold ionization of Xenon. The upper, red­
shifted, diagonal corresponds to n2/ cross-phase modulation via the neutral 
gas and is strongest for early pump delays. This asymmetry suggests defo­
cusing is significant, a hypothesis supported by independent probe spectral 
data. The lower, blue shifted, diagonal is predominately due to the ultrafast 
ionization front, though comparison of the p and s-polarized cases indicates 
that neutral gas contributions are not always negligible. Figure 24.7b simi­
larly illustrates the corresponding probe pulse intensity profile versus time. It 
should be stressed that by using MI-FROG a zero of time is well defined and 
the apparent motion of the pulse profile is genuine. 

Modeling [31,32] of the data in Fig. 24.7 and similar cases reveal frequency 
mixing via the transverse plasma current [33] on such a large scale that ultrafast 
depletion of the probe pulse occurs within the ionization front. Though this 
mixing is clearly accompanied by 20 effects not included in the model, the 
observed ultrafast depletion, as it occurs only within the ionization front and 
for both polarizations, cannot be due to defocusing or neutral gas effects. This 
work (published in [34]) represents the first direct, ultrafast-time-resolved 
observation of this phenomena. MI -FROG has also been used to study ultrafast 
ionization in molecular gases [35]. 
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Fig. 24.7: (a) Doubly time-resolved frequency shift (left) in 600 T Xenon, with pump and 
probe orthogonally polarized. The large dark diagonal corresponds to a strong blueshift, while 
the upper, lighter diagonal corresponds to a weak redshift. (b) Time-resolved probe intensity 
profile (right). 

Summary and Conclusions 

We have provided a detailed review of Multi-pulse Interferometric Fre­
quency Resolved Optical Gating, including the multi-grid Power Method 
PCGP algorithm used for iterative phase recovery, as we have used it to study 
ultrafast cross-phase modulation in materials and plasmas. Being a sensitive 
direct-reading "oscilloscope" of ultrafast time-domain phase shifts, MI-FROG 
has proven itself a powerful new tool for ultrafast science. By retaining the 
"ultrafast boxcar" advantage of FROG, MI-FROG is uniquely suited for pump­
probe coherent spectroscopy using amplified visible and near-IR short-pulse 
systems and/or emissive targets. 

Two example uses of MI-FROG were shown. The first, cross-phase mod­
ulation in fused silica, illustrated the unique ability of MI-FROG to observe 
both the all-order phase shift and the apparent pulse motion in time due to the 
nonlinear interaction. In the second, the study ultrafast ionization in gases, 
MI-FROG allowed the clear identification and differentiation among pump 
depletion from ionization losses, pump and probe defocusing from the plasma, 
and the hitherto unseen probe depletion within the ionization front itself. This 
latter effect might provide an interesting new route to nonlinear pulse shaping 
via rapid time-domain modulation. 
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25. The Future of Pulse Measurement: 
New Dilemmas 

Rick Trebino 

Successes 

So the fundamental dilemma of pulse measurement is resolved. We've 
learned to avoid one-dimensional phase retrieval and embrace its two­
dimensional cousin, and people have been busy taking advantage of the 
solution. FROG has allowed measurements undreamt of a mere ten years ago. 

In this book, we've described techniques for measuring a wide range of 
pulses, from the IR to the UV, from a few fs to many ps, from simple to the 
most complex ultrashort pulses ever generated. We've even shown how to 
make these measurements easily and with confidence. But to keep this book 
a reasonable size, we neglected the applications of these methods. 

There have been many. For example, FROG has played a pivotal role 
in determining the phase distortions in Ti:Sapphire oscillators and in their 
breaking the 1O-fs barrier and in the approach to a single cycle [1,2]. 

FROG is now routinely used in the generation of extremely high-power 
pulses [3-5] and is rapidly becoming the method of choice for pulses at exotic 
wavelengths. Several groups are now even working on x-ray FROG and x-ray 
XFROG (would that be XXFROG? One more X and we might have to take a 
different approach to acronyms ... ). 

FROG measurements of chirped, spectrally broadened pulses have been 
crucial for the generation of ever-shorter pulses via external compression. 
The direct phase measurement of the output of glass fibers (as discussed 
in Chapter 14), hollow wave-guides, and parametric amplification [6-8] 
provides a rigorous target function for the pulse compressor design. 

FROG measurements of shaped pulses for coherent control applications 
have helped to accelerate progress this exciting field [9-15]. 

FROG has provided exciting advances in materials characterization in 
all phases of matter, especially in understanding nonlinear-optical phenom­
ena [16-25]. 

With FROG, aligning lasers and amplifiers has never been simpler [26]. 
And general diagnostics of ultrafast laser devices and amplifiers is also an 
important application of FROG [27-30]. 

New versions of FROG for specialized applications seem to appear every 
month. Versions of FROG using heterodyning for greater sensitivity and 
faster algorithmic performance have been demonstrated [31,32]. Two-photon 
absorption is turning out to be a useful process for broadband weak pulses [33]. 
New materials for FROG measurements in new wavelength ranges are proving 
helpful [34]. Even when a pulse is too complex to consider deterministically, 
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and statistical methods are required, there's a clever FROG method avail­
able [35]. In fact, things have evolved to the point where use of FROG in a 
research effort no longer seems to require a reference to a FROG paper, which 
makes it difficult to assess its full impact. 

And occasionally, FROG is suggested for some very wild applications, such 
as astronomy. That one might be a few years off, however. 

FROG's versatility coupled with the importance of the intensity and phase 
in science virtually guarantee future applications not yet dreamt of. 

Measurement of Attosecond Pulses 

Recently, researchers have, not only theoretically modeled, but have actu­
ally experimentally broken the attosecond barrier, both generating-and 
measuring-pulses of light a few hundred attoseconds long [36-53]. These 
results-in particular, the experimental demonstrations by Hentschel, et aI., 
and Paul, et al.-represent impressive accomplishments. 

The next step, of course, will be to better understand and refine these 
pulses. Measurement of their intensity and phase will undoubtedly provide 
the key to both. Fortunately, the time-frequency domain is well suited to this 
regime. Indeed, the methods used to measure these unimaginably short events 
were both time-frequency methods! One [46] involved frequency-filtering the 
pulse and measuring the resulting slower temporal response-a sonogram (see 
Chapter 5). The other [53] involved gating the pulse with a longer reference 
pulse field and spectrally resolving the signal (which happened to be photo­
electrons, but no matter)-a spectrogram or XFROG trace (see Chapter 16). 
While Hentschel, et aI., didn't, they probably could have written a modi­
fied XFROG algorithm using a model for the photo-electron spectrum and 
retrieved the intensity and phase of their attosecond pulse. 

Other advantages of FROG for the attosecond regime: it's self-referencing, 
so the "shorter event"-a particularly difficult quantity in this regime!­
is, of course, unnecessary. And, since physical processes in this regime 
are unlikely to be effectively instantaneous (a required assumption in all 
other measurement techniques), FROG's ability to operate with an arbitrary 
non-instantaneous effect (Chapter 18) will be very useful. Also, FROG's gen­
erality, allowing it to potentially operate in any wavelength or temporal range, 
will also be crucial. Any delay-dependent effect that can be spectrally resolved 
in some manner will yield a FROG. 

Measurement of the Absolute Phase 

There is one thing FROG definitely cannot currently do, however. In fact, no 
currently existing pulse-characterization technique can measure the absolute 
phase, <Po, of a pulse. We discussed the effect of <Po on the pulse structure in 
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Chapter 2. Recall that the absolute phase is the relative phase of the optical 
carrier wave with respect to the pulse envelope. It's illustrated in Fig. 25.1 
for the 4.5-fs pulse generated and measured by Bathuska, et al. [2,54]. It 
becomes an important parameter when the envelope approaches a single cycle, 
and the 4.5-fs pulse consists of only "-'2.5 optical cycles. As a result, the 
two different absolute phases shown in Fig. 25.1 correspond to physically 
different electric fields, but they can't be distinguished with available pulse­
measurement techniques. 

Knowledge of the absolute phase becomes essential in strong-field optics of 
pulses that contain only a few optical cycles [37,55-61]. The understanding of 
the importance of the absolute phase has come about only in the last few years, 
as several-optical-cycle pulses have become available due to the rapid progress 
in their generation and amplification. For example, it's been suggested that 
large fluctuations observed in the X-ray intensity were directly related to the 
variation of the absolute phase that could not have been stabilized [55]. 

To complicate matters, because the round-trip phase and group delays 
typically differ, conventional Ti:Sapphire oscillators produce pulses with an 
absolute phase that drifts from pulse to pulse [62]. Scenarios have been sug­
gested and implemented for absolute-phase stabilization [51,58,59,63-68], 
but this is only the first step towards its measurement. 

Presumably, pulses with stabilized absolute phase will subsequently be 
amplified and used in various high-intensity applications that depend on the 
precise value of the absolute phase [59,63,64]. And using anyone of these 
processes, a FROG could almost certainly be designed. After all, FROG is not 
so much a technique, as a concept. While the usual versions of FROG cannot 
measure the absolute phase, simply provide such a nonlinear-optical process 
that depends on the quantity to be measured (in this case the absolute phase), 
vary the delay between two or more input beams, and measure a spectrum vs. 
delay; you now have a FROG that can measure the absolute phase. 

<Po = nl2 

(a) ~ :' (b) ,: 

-30 -15 0 15 30 -30 -15 0 15 30 
Time [fs] Time [fs] 

Fig. 25.1: Two possible electric fields of the 4.5-fs pulses described in Chapter 14 for different 
absolute phases. (a) 4>0 = 0 and (b) 4>0 = 1T /2. 



414 Rick Trebino 

Practical Pulse Measurement 

While measurement of the absolute phase is an exotic problem, whose solu­
tion would impact exotic fields such as ultrafast high-harmonic generation, 
it's always the more mundane unsolved problem that would actually have the 
highest impact. (Which has had greater impact in human history: the zero-G 
pen astronauts use or the simple ordinary pencil?) 

And ultrashort laser-pulse measurement techniques have tended to focus on 
the exotic, while neglecting the mundane. (For example, while well-developed 
techniques make it easy to measure a 50-fs pulse, it's actually still quite diffi­
cult to measure one a thousand times longer.) Indeed, ultrashort laser pulses 
are themselves, by definition, exotic, which in part explains the interest-and 
progress-in measuring them. 

However, there are innumerable sources found in nature whose emission is 
broadband and hence ultrafast. The light illuminating this page, for example. 
And nearly any weak fluorescence. When excited by an ultrashort laser pulse, 
essentially all solids and liquids emit ultrashort light pulses. To complicate 
the issue, however, not only are all of these light pulses spatially incoherent, 
but the shorter the fluorescent pulse, the weaker it is. Broadband fluorescence 
is typically ultrafast because other ultrafast processes compete for the energy. 
In fact, it's molecules whose excitation energy is rapidly converted into a 
useful function that emit ultrashort pulses. For example, rapid electron or 
proton transfer or photo-isomerization reduces the fluorescence lifetime to the 
picosecond or subpicosecond time scale with an accompanying several-order­
of-magnitude reduction of the fluorescence yield. It's these other (typically 
energy utilization) processes that make ultrafast processes interesting from a 
biological or chemical point of view, and the measurement of the intensity 
and phase of the fluorescence in these cases is an important window into these 
processes. 

Much work has been performed studying ground-state effects (i.e., tran­
sient absorption) through the use of excite-probe methods. And time- and 
frequency-resolved spectrogram-like studies are now yielding important 
information [69-76]. The lack of specificity in the transient absorbance spec­
trum, however, can become a problem when the features are broad and 
overlapping, as is often the case for biological molecules. As a result, a 
few researchers are looking directly at ultrafast emission or fluorescence [77-
79]. The emitted luminescence (in particular, its intensity and phase vs. time) 
of a chromophore is sensitive to its electronic state, its conformation, and 
its surrounding environment. All these factors determine its potential energy 
surfaces, thereby providing a spectroscopic handle for probing its chemical 
dynamics. This is the general problem described in Chapter 1 and illus­
trated in Fig. 1.2 as an example of why ultrashort pulse measurement is 
important. 

This problem is unsolved. 
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Thus, an important pulse-measurement problem is the development of a 
sensitive technique for measuring ultraweak luminescence from molecules of 
interest in biology, chemistry, and engineering. 

In Chapters 22 and 23, we discussed spectral interferometry (SI) and 
showed that it could measure trains of pulses with less than a photon each. 
Could SI solve this problem? 

In a word, no. Why not? First, fluorescence has random-and, for this pur­
pose, uninteresting-absolute phase from shot to shot. As a result, if we were 
to make a multi-shot SI measurement of fluorescence, the SI fringes would 
completely wash out. Thus, SI with fluorescence is limited to single-shot 
measurements, which reduces its sensitivity by many orders of magnitude. 
Second, fluorescence has poor spatial coherence, so measurements of it are 
limited by the van Cittert-Zemike Theorem [80], which severely limits the size 
of the fluorescing region, and hence the intensity of the fluorescence that can 
be measured without losing spatial coherence. This double-whammy essen­
tially eliminates SI from consideration. And then there's the practical problem 
of generating a well-characterized, time-synchronized source at the fluores­
cence wavelength, which is necessarily different from that of the excitation 
source. 

Okay, so what about FROG? The good news, ironically, is that FROG 
doesn't measure the absolute phase. This is quite advantageous when the 
absolute phase varies randomly and uninterestingly: the variation of fluores­
cence's absolute phase from shot to shot produces no cancellations in a FROG 
measurement. For the same reason, FROG also has a high tolerance of spatial 
incoherence. The bad news, however, is FROG's requirement of a nonlinear­
optical process, which limits its efficiency. Use of XFROG with a relatively 
intense gate pulse helps. Nevertheless, weak fluorescence cannot be measured 
sufficiently sensitively. 

An extremely sensitive technique for measuring the intensity and phase 
of weak fluorescence would allow breakthroughs in many fields. In biol­
ogy alone, processes such as vision, photosynthesis, and protein folding, for 
example, would benefit greatly. Such a development would make ultrashort­
pulse-measurement techniques practical devices of great utility in many fields. 
With such a development, instead of describing these techniques as measuring 
ultrashort laser pulses, we could perhaps say, much more generally, that they 
measure ultrashort light pulses. 

Conclusion 

The field of ultrashort-light-pulse measurement had its origins in the early 
days of the development of sub-nanosecond laser pulses, when it was first 
realized that light pulses were faster than light detectors. But some 30 years 
later, it is a livelier field than ever, with the continued discovery of techniques 
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that can uncover ever more information about an individual fs pulse or a 
whole train of them. We hope that this book has provided an introduction to 
the subject of ultrashort-light-pulse measurement that'll be useful to some­
one just beginning the study of ultrafast phenomena. But, at the same time, 
we've tried to create a useful source for the experienced scientist requiring a 
detailed description of the FROG technique, its implementation and inversion 
algorithms, and its subtleties. 

Finally, we also hope this book has inspired some of you to take advantage 
of these recent developments, apply them to your work, and to make your own 
contributions using them. Or maybe develop some new pulse-measurement 
methods. Perhaps even solve the above problems or discover new ones to 
be solved. As in other fields of scientific endeavor, the unproven axiom of 
research seems to hold: the more we know, the more there appears that we 
need to know. But the field of ultrashort pulse measurement, on the other 
hand, would seem to have a definite end: once we possess techniques that 
characterize a pulse completely in all relevant regimes, are we not then done? 
We suspect that the need to be able to measure pulses in new wavelength 
ranges, such as the x-ray; in new temporal regimes, such as the attosecond; 
in new regimes of complexity, such as trains of non-identical pulses; with 
ever-increasing sensitivity; and in space as well as time, will keep us busy for 
a long time to come. But who knows? This is a new dilemma that we leave to 
future generations. 
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